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How do datasets, developers, and models affect biases in a
low-resourced language?

Anonymous Author(s)

ABSTRACT
Sociotechnical systems, such as language technologies, frequently
exhibit identity-based biases. These biases exacerbate the expe-
riences of historically marginalized communities and remain un-
derstudied in low-resource contexts. While models and datasets
specific to a language or with multilingual support are commonly
recommended to address these biases, this paper empirically tests
the effectiveness of such approaches in the context of gender, reli-
gion, and nationality-based identities in Bengali, a widely spoken
but low-resourced language. We conducted an algorithmic audit of
sentiment analysis models built on mBERT and BanglaBERT, which
were fine-tuned using all Bengali sentiment analysis (BSA) datasets
from Google Dataset Search. Our analyses showed that BSAmodels
exhibit biases across different identity categories despite having
similar semantic content and structure. We also examined the in-
consistencies and uncertainties arising from combining pre-trained
models and datasets created by individuals from diverse demo-
graphic backgrounds. We connected these findings to the broader
discussions on epistemic injustice, AI alignment, and methodologi-
cal decisions in algorithmic audits.

1 INTRODUCTION
Sociotechnical systems reinforce and perpetuate the systematic
privileging of certain social identities and marginalization of oth-
ers [58]. Marginalization refers to pushing individuals or groups
to the fringes of society due to one or more intersecting aspects of
their identities [28, 120]. When computer systems (e.g., algorithms)
systematically marginalize and unfairly discriminate against cer-
tain individuals or groups in favor of others on unreasonable or
inappropriate grounds, Friedman and Nissenbaum defined such
incidents as bias [58]. While algorithmic audits seek to identify
such biases in computing systems [88], these studies often focus
on predominantly Western contexts and languages [47].

Given the resource disparity in natural language processing
(NLP) [77], there is a dearth of critical studies in many major
languages [38]. In this paper, we focus on the sentiment analy-
sis task–the computational process of identifying, extracting, and
categorizing the subjective information/tone expressed in text to
determine whether the attitude toward something is positive, nega-
tive, or neutral, in the Bengali language (বাংলা: /baŋla/, endonym:
Bangla), which is spoken by more than 260 million people [39].
Bengali people’s colonial past profoundly shaped gender relations,
exacerbated religious divisions between Hindus and Muslims [22],
and fractured their nationality-based identities [36] in the Bengali
(বাঙা�ল: /baŋali/, endonym: Bangali) ethnolinguistic communi-
ties [121]. Given their demographic distribution among different
genders, Hindu (28%), Muslim (70%), Bangladeshi (57%), and In-
dian (34%) identities [18, 74], and their strong cultural presence
online [40, 77], it is time the algorithmic fairness, accountability,

and transparency (FAccT) researchers focused on the NLP datasets
and models for this widely spoken language.

In the absence of well-rounded efforts in representing major
global languages in state-of-the-art NLP research, language mod-
els pre-trained using multilingual data are often proposed as al-
ternatives [43], though all languages are not represented equally
in those models [138]. In some instances, researchers have pre-
pared a few comparatively large datasets in local languages and
pre-trained popular language models on those [13, 66]. While the
fallacy of AI functionality–the mistaken belief that an AI system
functions as intended simply because it performs well in evalu-
ation settings [102]–prevents users from seeing where systems
do not function as expected and obscures these points where dif-
ferent components make connection, contrast, or transition [52],
these can lead to algorithmic biases that disproportionately impact
marginalized communities [37, 58]. Therefore, we need to examine
the usefulness of such approaches and components through critical
studies and audits.

Prior scholarship has found gender, religion, and nationality-
based biases in off-the-shelf Bengali sentiment analysis (BSA) tools [37],
but falls short in tracing the origins of these identity-based biases.
In this paper, we algorithmically audited 19 BSA datasets identi-
fied from the Google Dataset Search and two language models,
mBERT and BanglaBERT, to identify their biases in terms of gender,
religion, and nationality-based identities. We aim to investigate
their connections to the BSA training datasets, the demographic
backgrounds of their developers, and the underlying pre-trained
language models. Here, our study is guided by the following three
research questions:

• RQ1: Do language models fine-tuned with BSA datasets show
biases based on gender, religion, and nationality?

• RQ2: Are the biases of the fine-tuned BSA models related with
the dataset developers’ demographic backgrounds?

• RQ3: How do the combinations of different language models
and datasets influence the fine-tuned models’ biases?

We fine-tuned 38 models based on two pre-trained models and
19 BSA datasets. This paper focuses on systematically auditing
identity-based biases in sentiment analysis models, not on evaluat-
ing the sentiment of the text itself. In auditing those, we found that
61% are biased toward, i.e., assign significantly higher sentiment
scores to male identity, while 24% are biased toward female identi-
ties. In the case of religion-based Bengali identities, we found that
24% and 61% are respectively biased toward the direct mentions
of Hindus and Muslims or the resemblance of these communities’
linguistic norms. Among the fine-tuned BSA models, half (50%)
were biased toward Bangladeshi identities, compared to 26% being
biased toward the explicit or implicit expression of Indian nation-
ality. Though we found that predominantly male, Muslim, and
Bangladeshi Bengalis were involved in the curation and develop-
ment of BSA datasets, our analysis did not suggest a relationship
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between their demographics and the biases of the BSA models. By
scrutinizing the combinations of different language models and
datasets rather than concealing them, we found that the language-
specific BanglaBERT pre-trained model yields comparatively less
biased fine-tuned models than mBERT does for Bengali sentiment
analysis, highlighting the importance of language-specific models
over multilingual ones. We also quantified BSA datasets demon-
strating varying degrees of fairness, where no single dataset was
free from bias–those with less bias in one identity dimension (e.g.,
gender) often exhibited significant biases in other identity dimen-
sions (e.g., religion and nationality). This observation underscores
the complexity of achieving comprehensive fairness in algorithmic
systems. We connect these findings to the broader discussion on
epistemic injustice in NLP, decolonizing NLP for AI alignment, and
making methodological decisions for algorithmic audits.

2 LITERATURE REVIEW
2.1 Marginalization of Social Identities and

Linguistic Expression in Bengali
While identity is often understood as an individual construct rooted
in self-perception [60], it is also shaped by one’s sense of belonging
to various social groups [131]. These social identities, which are of-
ten interconnected, are defined across various dimensions, such as
race, ethnicity, gender, sexual orientation, religion, nationality, and
caste. Within each dimension (e.g., religion), people can identify
with different categories (e.g., Christian, Muslim, Hindu) [84]. We
view these categories as shaped by long-standing societal norms
and practices, driven by a myriad of cultural, institutional, and
political forces [20, 39]. Someone can express their social identities
both explicitly and implicitly. Explicit identity expressions are de-
liberate and direct ways individuals communicate their affiliations,
characteristics, and beliefs [131]. In contrast, implicit expressions
involve subtle, indirect cues implied by actions, behaviors, and
choices shaped by cultural norms, societal expectations, and insti-
tutional practices [20, 70, 133]. For example, a person may directly
mention their nationality or political views, while they can also
implicitly communicate and enact such identities by conforming to
societal norms and certain practices through language and appear-
ances [20]. Let’s examine the cultural and linguistic norms in the
Bengali language.

Bengali people’s geo-cultural variations manifest in the forms of
two major dialects: Bangal and Ghoti and bear important signifiers
of cultural identity [55, 67]. The first one is spoken in Bangladesh,
whereas the second one is commonly spoken in the Indian state of
West Bengal [38]. These two dialects are different both phonologi-
cally and in their use of different colloquial vocabularies for written
texts and verbal communication [78, 96]. For example, to mean the
word “water,” Bangladeshi and Indian Bengalis respectively use the
words "জল" (/zɔl/) and "পািন" (/ˈpɑːniː/). Thus, a Bengali person’s
consistent use of words normative in the Bangal or Ghoti dialect
would implicitly indicate their national identity. Though, unlike
many other Indo-European languages, gender in Bengali does not
affect pronouns (as in English) and verbs (as in Hindi and Urdu) [37],
the common names and kinship terms used to describe people in
Bengali textual communication can often imply their gender as well

as their membership or birth into either Hindu or Muslim commu-
nities [38, 46]. For example, Bengali Hindus culturally tend to use
Bengali words derived from Sanskrit, whereas the vernacular use
of Perso-Arabic words is widely popular among Bengali Muslims.
Both religious groups draw inspiration from their respective sa-
cred texts for personal names (e.g., demigods, legendary characters,
prophets, caliphs, and emperors) [46]. Thus, linguistic styles in
Bengali texts can express one’s gender, religion, and nationality.

While long-standing norms shape such expressions of social
identities, historical events can significantly alter these identity
norms. As identity dimensions often interconnect and overlap, the
consequent intersectional identities collectively shape their unique
experiences, social positions, and systemic privileges [27, 31]. For
example, the Bengali communities’ history with colonization im-
pacted different gender, religion, and nationality-based identity
categories. British colonial masculinity reinforced gender stereo-
types, limiting women’s sociopolitical roles and deepening ethnic
and gender divides in Bengali societies [124]. It reshaped religious
values in the Indian subcontinent, fueled religious extremism and
violence through divide-and-rule tactics among Hindus and Mus-
lims [41, 90]. Exploiting that religious division, Bengal was used
as a site of partition, causing massive displacement [95]. Conse-
quently, it annexed West Bengal with Hindu-majority India and
marginalized the Muslims and underprivileged caste Hindus in East
Bengal under Pakistani subjugation until gaining independence as
Bangladesh [36, 118].

Similarly, as certain identities are perpetuated as normative in
global and regional structures through media and technology [3, 8],
other identities and practices are rendered non-normative and be-
come marginalized. For instance, the normative use of English
has marginalized non-native speakers and eroded linguistic diver-
sity [97]. In the context of the Bengal region and the Bengali lan-
guage, during the introduction of the printing press in Bengal, the
influential upper-caste Hindu landlords’ Ghoti dialect from West
Bengal became the de facto standard [22], while the Bangal dialect,
was associated with the agrarian system of and refugees from East
Bengal (now Bangladesh) and marginalized [39, 61]. This dialect
also became associated with Muslims and lower-caste Hindus, re-
flecting social biases that have come to shape people’s everyday
experiences [39, 61]. In standardizing the dialects of particular so-
cial classes or sociolects [86], different speech and non-verbal acts
can serve as the vehicle for marginalizing certain identities [16], and
this marginalization continues to be perpetuated by and through
technology, such as NLP models and datasets. In this paper, we
are particularly interested in understanding the marginalization of
different gender, religion, and nationality-based identities by NLP
models and datasets based on their explicit and implicit expression
in Bengali texts.

2.2 Social and Algorithmic Identities’
Relationship with Sociotechnical Systems’
Biases

We employ a sociotechnical approach to exploring NLP technolo-
gies and their biases. Instead of referring to a specific technology,
a sociotechnical perspective is guided by the idea that technology,
broadly construed, is interconnected with people across contexts.
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Underlying this view is the perspective that technology shapes and
is shaped by human action and interaction [110]. In sociotechnical
systems, people’s identities are algorithmically constructed through
a dynamic interplay between pre-existing social categories (e.g.,
gender, race) and social norms, cultural contexts, and historical
understandings. As algorithms become increasingly integral to
sociotechnical systems, users’ data and interactions are analyzed
to construct these algorithmic identities [24]. For example, people
are assigned algorithmic identities through various interpretations
of their preferred languages of interaction, search histories, social
connections on social media, and more. As a result, while identities
in sociotechnical systems are continuously shaped and reshaped by
human-defined categories, technology and its underlying algorith-
mic and data-driven processes rely on reductionist and stereotyped
representations of social relationships and identities [48].

This dynamic of technology perpetuating reductionism and stereo-
typing results in sociotechnical systems that reinforce existing so-
cietal biases while generating new intersectional biases through al-
gorithmic extrapolations, interpolations, and decisions [37, 48]. For
example, studies have found that NLP tools are often unable to un-
derstand racial, ethnic, and religious minorities’ dialects [81] or clas-
sify their linguistic practices as negative and abusive [37, 42, 109].
Researchers previously examined the biases of computational sys-
tems across different social identity dimensions [15, 87], such as
gender [72], race [109], nationality [134], religion [12], caste [6],
age [44], occupation [132], disability [135], and political affilia-
tions [1]. Such biases can be put into three categories [58]: preex-
isting, technical, and emergent.

Preexisting bias has its roots in social institutions, practices, and
prejudicial attitudes, which can be reinforced in sociotechnical sys-
tems through various means. For example, researchers studied how
online interaction among Bengali users is shaped by and reflects
their historical religious and national divisions [36, 39]. Studying
how governance shapes users’ everyday experiences on online plat-
forms, Das and colleagues explain how moderators enforce dialects
used by certain groups as the standard form of language, protect
selective identity groups from hate speech, and how users’ col-
lective surveillance and reporting foster a majoritarian privilege.
These adversarial experiences of and biases against marginalized
groups on computing platforms originate from and are perpetuated
through deeply ingrained pre-existing social attitudes (e.g., toward
different religions) and norms (e.g., dialects). Hence, contemporary
critical scholarship in fields such as FAccT [9], human-computer
interaction (HCI) [65], and NLP [14] have urged interrogating the
positionality and investigating the issues around power among
technology users, designers, and developers.

Technical bias arises from technical constraints or considera-
tions [58]. When developers attempt to replicate fuzzy and qual-
itative social heuristics through quantitative measurements in al-
gorithmic systems, they encounter inherent technical constraints.
Exacerbating this issue, many technical artifacts rarely contain
underlying source material for how different identities (e.g., race,
gender) are defined and deem classifications of identities as in-
significant, indisputable, and apolitical [113–115]. This leads to
frequent misclassification, biased decisions, and disproportionate
resource allocation in various domains, including online commu-
nity moderation [37], child welfare [111], higher education [85],

and policing [64]. Algorithmic systems’ failure to capture com-
plex social understanding around identities leads to users facing
technical biases. Although FAccT studies on algorithmic systems
identify and address such biases, existing scholarship has predomi-
nantly has focused on and been guided by Western and US-centric
contexts, communities, and languages [47, 82], which Laufer et al.
characterized as “narrow inquiry.” Similarly, in NLP, only 0.28% of
languages are considered ‘winners,’ while 88.38% are ‘left behind’
in research and technical resources [77].

While it is possible to identify pre-existing and technical biases
during system design, emergent bias arises only in the context
of use, especially when new societal knowledge and mismatches
between users and system design emerge [58]. It is often a conse-
quence of a technology being used in a different use case than for
which it was originally intended. For example, Eubanks explored
how algorithms designed for surveillance and policing can lead
to bias and inequality when applied in different contexts, such as
welfare or social services [54]. While such practices of leverag-
ing models or datasets from one use case for other related tasks,
especially for low-resourced contexts [140], are quite common, al-
gorithmic fairness scholars urge for accountable and transparent
approaches to developing and deploying AI systems [100, 117, 122].

2.3 Algorithmic Audits for Bias Detection in
Computing Systems

Prior scholarship on algorithmic fairness, accountability, and trans-
parency proposed “algorithmic audit” as a way for evaluating so-
ciotechnical systems and content for fairness and detecting their
biases [88, 108]. In this process, researchers conduct randomized
controlled experiments by probing a system with one or more in-
puts while changing some attributes of that input (e.g., identity
category) in a setting different from the system’s development [88].
Unlike other common experiments, such as A/B tests that consider
the users as the subjects, in algorithmic audits, the system itself is
the subject of study [88]. Audits differ from other types of system
testing due to their broader scope, resulting in systematic evalu-
ations rather than binary pass/fail conclusions for individual test
cases. Moreover, audits are purposefully intended to be external
evaluations based only on outputs, without insider knowledge of
the system or algorithm being studied [88]. Traditionally, querying
an algorithm with a wide range of inputs and statistically compar-
ing the corresponding results has been one of the most effective
ways for algorithmic audits [88, 129].

While audit has been widely adopted in algorithmic fairness re-
search, its origin is credited to Bertrand andMullainathan [11], who
examined racial discrimination in hiring by submitting fictitious
resumes with white-sounding or Black-sounding names to job post-
ings and found that otherwise similar resumes with white-sounding
names received 50%more callbacks. Building on this approach, com-
puting researchers have queried algorithmic systems like Google
Ad delivery [129, 130] and sentiment analysis tools [37, 80] with
common names associated with particular gender and racial groups
and found that names associated with certain identities can lead
to significantly different outputs. Recent studies examined biases
in computing systems in response to explicit references to certain
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demographic groups and have also considered other implicit indica-
tors of identity, such as community-specific colloquial vocabularies,
kinship terms, and distinct writing styles [37, 44]. Researchers
have employed algorithmic audits across various domains, includ-
ing housing [51], hiring [23], healthcare [93], policing [64], the
sharing economy [50], and gig work [63], to examine fairness and
biases of complex and often proprietary sociotechnical systems such
as recommendation systems [7], search algorithms [106], music
platforms [53], facial recognition [19], and large language mod-
els [89].

While most algorithmic fairness research studies the biases be-
tween traditionally dominant and marginalized social groups (e.g.,
the racial majority and minorities in the US), scholars have also
urged to study the power dynamics and harm within marginal-
ized communities [104, 136] (e.g., different economic classes among
racial minorities). For example, within the underserved Bengali
ethnolinguistic group, Das and colleagues [37, 38] examined bi-
ases toward different Bengali social groups defined by gender, re-
ligion, and nationality. They prepared a cultural bias evaluation
dataset of sentences that explicitly and implicitly express gender,
religion, and nationality-based identities within the Bengali com-
munities [38]. Using that dataset, they audited off-the-shelf Bengali
sentiment analysis (BSA) tools and identified the colonial impulses
in their identity-based biases [37]. Their study is closest to the
focus of this paper. However, their investigation of existing BSA
tools falls short of explaining how those tools’ biases relate to the
pre-trained models, fine-tuning datasets, and the demographics of
dataset developers–a gap that we seek to examine in this paper.

Our study focusing on the colonially marginalized Bengali com-
munities also responds to Laufer and colleagues’ call to foreground
non-Western and Indigenous values and politics [82]. Despite
some recent focus on South Asian contexts and languages (e.g.,
Hindi) [10, 62, 101], there is a dearth of literature on algorithmic
fairness in Bengali language technologies. Given the reliance of
pre-trained models and transfer learning in such low-resourced
contexts, we build on prior FAccT scholarship that examined their
adoption, use, and impacts [21, 59, 128]. Many researchers identi-
fied inappropriate blaming and unclear choice of pre-trainedmodels
as a barrier to transparency [29, 92], while others foregrounded
the issues of datasets and their politics [73, 99]. Notably, existing
research focused on accounting for individual and collective identi-
ties in crowdsourced dataset annotation [45] and meaning making
of categories [105, 112].

3 METHODS
In this paper, we conducted an audit of sentiment analysis in Ben-
gali, a low-resource language in NLP, given the scarcity of dataset
availability and model support in this language. Considering how
colonization has and continues to impact Bengali communities
and their identities, we focused on biases across three identity
dimensions and corresponding major binary categories: gender (fe-
male: and male: ), religion (Hindu: and Muslim: ), and
nationality (Bangladeshi: and India ). Here, we describe our
approach to identifying Bengali sentiment analysis (BSA) datasets,
conducting a survey with their developers to collect their demo-
graphic information, identifying language models pre-trained with

Bengali data, and setting up the experiment for algorithmic audit,
including details about fine-tuning, the bias evaluation data set, the
statistical approach for comparison, and metrics for quantifying
group bias.

3.1 Identifying Bengali Sentiment Analysis
Datasets and Contacting Their Developers

To streamline the search for datasets, we utilized Google Dataset
Search1, which enables the discovery of datasets hosted on pop-
ular repositories (e.g., Kaggle and Mendeley Data)–platforms fre-
quently used by NLP researchers and dataset developers. Given
the wide variance in how sentiment datasets are often described
(e.g., sentiment analysis/classification/categorization), we searched
for Bengali sentiment analysis (BSA) datasets on Google Dataset
Search using the phrases ``Bengali sentiment'' and ``Bangla
sentiment'' on January 10, 2024. We excluded duplicates and
datasets for other tasks (e.g., fake news detection) from the search
results by reading through their descriptions. Similar to prior
work [34, 123], in cases of datasets for related tasks (e.g., multi-class
emotion classification), we compressed the multiple fine-grained
positive/negative classes into a single positive/negative class fol-
lowing the instructions provided in the corresponding dataset’s
documentation, if available. Finally, we included 19 BSA datasets in
this study, each with an average of 16,415 labeled data instances. We
also collected metadata about these datasets, including developers’
names, contact information, affiliations, and countries, by review-
ing their data repository profiles (e.g., Kaggle, GitHub), README
files, and published research papers. With the approval of the insti-
tutional review board (IRB), we invited the developers to participate
in an online survey to know their demographic information. We
received responses from developers of 12 BSA datasets, whom we
compensated with $20 for their time. Since our study also involves
examining the links between BSA models trained on these datasets
and their developers, we did not intend to associate our critique
with the developers personally or provide any information that
would allow anyone to trace back and identify them. Hence, we
obfuscated the datasets to protect the developers’ anonymity fol-
lowing methods from ethics literature on using internet resources
in research [17, 56]. In doing so, we de-identified the datasets (see
Table 1) by using random identifiers.

Table 1: Examined BSA datasets and their developers’ demo-
graphic backgrounds.

Dataset IDs Developer Demograph-
ics

D1, D8, D10, D12-D14, D17 N/A
D2, D3, D5, D6, D9, D15, D16, D18, D19
D4, D11
D7 +Agnostic

3.2 Identifying Language Models for Bengali
We fine-tuned pre-trained language models for sentiment analysis
tasks using a specific BSA dataset to identify biases that are unique
1https://datasetsearch.research.google.com/
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to that dataset. Doing so can provide insights into how the biases
in both the pre-trained model and the BSA dataset influence the
model’s sentiment analysis. We considered some variants of Bidi-
rectional Encoder Representations from Transformers (BERT) [43],
which were pre-trained using Bengali data. For example, BERT’s
multilingual variant (henceforth, mBERT) is pre-trained and “gener-
alizes” in 104 languages [98], and Bengali is one of those languages.
There exists the BanglaBERT model, which was pre-trained “specif-
ically” with Bengali corpora with both Bengali and Romanized
scripts and reportedly outperformed other similar models for senti-
ment classification tasks in Bengali [13]. Given their pre-training
data’s linguistic diversity, we refer to mBERT and BanglaBERT as
generalized and specialized language models, respectively. Though
the Bengali alphabet doesn’t have case variation, considering that a
few BSA datasets (e.g., D9) contain Romanized Bengali, where case
variation is used to indicate different sentiments by Bengali speak-
ers online [35], we used the case-sensitive mBERT but BanglaBERT
has no case-sensitive version.

3.3 Experiment Setup for Algorithmic Audit
We designed our experiment as an algorithmic audit [88, 108].
First, we fine-tuned mBERT and BanglaBERT models using the BSA
datasets, D1-D19, as shown in Figure 1 (a). We audited gender,
religion, and nationality-based biases in the resulting

(2
1
)
∗
(19
1
)
= 38

fine-tuned BSA models. We queried each fine-tuned BSA model
�8 − G (where 8 ∈ [1 − 19] and G ∈ {mBERT, BanglaBERT}) with
pairs of identical sentences from the Bengali identity bias evalua-
tion dataset (BIBED) [38] that explicitly (through direct mentions)
and implicitly (through linguistic norms) represent different Ben-
gali gender, religion, and nationality-based identity categories (see
Figure 1 (b)).

3.3.1 Bengali Identity Bias Evaluation Dataset. During this study,
BIBED [38] is the only identity-based bias evaluation dataset in
Bengali, which has been used by several audits as a benchmark
dataset [37, 107]. The sentences in BIBED were sourced from
Wikipedia, Banglapedia, Bengali classic literature, Bangladesh law
documents, and the Human Rights Watch portal. These sentences
either explicitly or implicitly express female-male, Hindu-Muslim,
and Bangladeshi-Indian Bengali identities. In the case of explicit ex-
pression, the sentence pairs directly mention different gender-based
(25,396), religion-based (11,724), and nationality-based (13,528) iden-
tities. Each pair contains two identical sentences, differing only in
the mentioned identities. The implicit expressions of these iden-
tities rely on linguistic norms, including common names, kinship
terms, and community-specific colloquial vocabularies, which are
different in various cultural groups defined by major religions and
nationalities among the Bengali people. There are 1,200 unpaired
sentences implicitly representing gender and religion and 8,834
pairs implicitly representing Bangladeshi and Indian nationalities.

3.3.2 Comparison Approaches and Metrics. For an input sentence,
a fine-tuned BSA model predicts both nominal class and sentiment
score. The sentiment scores, normalized on a scale of 0 to 1, indicate
“the probability associated with the positive” class [34]. For each
sentence pair in BIBED, wewill obtain pairs of sentiment classes and
scores from a fine-tuned model. In the case of unpaired sentences,

following [37, 80], we sampled an equal number (10%) of sentences
from different identity categories under scrutiny (e.g., female-male)
and aggregated the outputs (mode for nominal classes and average
for numeric scores) into consolidated pairs. We quantified and
statistically compared biases based on how the fine-tuned BSA
models assigned sentiment classes and scores for different identities.

Statistical Comparison of Groups. Algorithmic audits often use
statistical comparisons, such asWilcoxon signed rank [37], t-test [80],
or regression [44] to compare numerical scores assigned to different
identity groups by some algorithmic entity, and j2 analysis [129]
to examine the relationship between identity groups and nominal
classification.

To answer RQ1, we statistically compared fine-tuned BSA mod-
els’ outputs–both nominal categories and numeric scores. From an
algorithmic fairness angle, there would be no relationship between
the identity a sentence represents and the sentiment category it is
assigned to (null hypothesis �120C0). We used the j2 test to assess
the relationship between two nominal variables: identity category
and sentiment classification. To examine whether and how differ-
ent gender (female-male), religion (Hindu-Muslim), or nationality-
based (Bangladeshi-Indian) identity categories impact the numeric
sentiment scores, we pairwise compared the mean sentiment scores
for different categories from a fine-tuned BSA model. Here, the
null hypothesis (�1=D<0) assumes the mean sentiment scores for
different categories in an identity dimension to be similar (i.e.,
`5 4<0;4 = `<0;4 , `�8=3D = `"DB;8< , and `�0=6;034Bℎ8 = `�=380=).
Given the differing findings of prior studies on the direction of
biases toward different gender [2, 58, 87], religion [5, 75], and
nationality [39, 91]-based identities, especially in the context of
the Bengali communities [37, 39], we tested two-tailed, left-tailed,
and right-tailed alternative hypotheses to identify the direction of
biases–the identity categories to which it assigns higher sentiment
scores. To consider the tests’ results significant and consistent
enough to declare the outputs as biased, we used threshold values,
U = 0.01 and ?>F4A ≥ 0.8 following recommendations of [25, 26].
Since sentiment scores from all models are normalized on a com-
mon scale (0 to 1), we can interpret differences between the two
columns directly without separately calculating the effect size–a
standardized measure indicating the magnitude of the relationship
or difference [33]. Similar to [37, 80], for an identity dimension
and a fine-tuned BSA model, if the sentence pairs’ sentiment score
distributions maintained normality [119], we used a parametric test
like the pairwise t-test [126], otherwise a non-parametric equiv-
alent, such as the Wilcoxon signed-rank test [137] for statistical
inference.

For answering RQ2, we examined whether the directions of a
model’s bias are related to the identity categories of the developers
of the corresponding BSA datasets. Following [37, 129], we used j2

test for checking the null hypothesis (�20): “Bias of language mod-
els trained with BSA datasets are not related with their developers’
demographic backgrounds.”

Quantifying Group Bias. To answer how different combinations
of pre-trained models and training datasets influence the biases
in fine-tuned models (RQ3), we need to quantify those resulting
models’ group biases. To compare nominal classifications, we fol-
lowed [34, 49]’s guidelines of demographic parity that looks for
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Figure 1: (a) Fine-tuning mBERT or BanglaBERT (B/W diagram in middle) with BSA datasets, �G (icon on left) to get fine-tuned
language models (color diagram on right) (b) Auditing the fine-tuned Dx-mBERT or Dx-BanglaBERT models’ gender, religion, and
nationality biases (First paragraph of this section lists the icons used for indicating different categories).

an equal positive classification rate (PCR) across different groups.
Let ) be the set of all identity categories under a particular di-
mension. In case of gender, ) = {5 4<0;4,<0;4}, for religion, ) =

{�8=3D,"DB;8<}, and for nationality, ) = {�0=6;034Bℎ8, �=380=}.
(C8 denotes a subset of examples associated with an identity group
C8 , and Φ((C8 ) be the number of sentences in the set (C8 that were
predicted as positive by a fine-tuned BSA model, and |(C8 | be the
size of that set. We calculate the PCRs for protected groups C8 and
C 9 in ) and identify the identity category toward which a model’s
output is biased using Equation 1:

0A6<0G (Φ((
C8 )

|(C8 | ,
Φ((C 9 )
|(C 9 |

) (1)

In the case of comparing two fine-tuned models having similar
PCR, we used a secondary quantifyingmetric of group bias, which is
called pairwise comparison metric (PCM). For a sample of sentence
pairs expressing different identities, PCM calculates the average
difference of sentiment scores [34]. Using the aforementioned
notations for PCR, let |) | be the set ) ’s size. q (�) is the sentiment
score for some set of examples A, and 3 (G,~) means the difference
between two scalar values G and ~. We adopted the PCM metric
defined by [34] for our experiment (see Equation 2) to compare
paired sentiment scores from a fine-tuned BSA model for a set of
evaluation sentence pairs, as follows:

1
=

∑
C8 ,C 9 ∈

()
2

) 3 (q ((C8 ), q ((C 9 )), = =

(
|) |
2

)
(2)

3.4 Setup for Fine-tuning Models
Hooker argued that given the advent of domain specialized hard-
ware (e.g., graphics processing unit or GPU in machine learning)
we need to make it easier to quantify the opportunity cost of
experiments in terms of hardware accessibility and specialized
software expertise [69]. The experiment and statistical analyses
were conducted using Python. We used pre-trained mBERT2 and
BanglaBERT3 models from Hugging Face. While fine-tuning these
pre-trained BERT variants, we followed [43]’s recommendations

2https://huggingface.co/bert-base-multilingual-cased
3https://huggingface.co/csebuetnlp/banglabert

for choosing the values for hyperparameters, batch size: 16 (train-
ing) and 32 (evaluation), learning rate (Adam): 5e-5, and number
of epochs: 3. We used the NVIDIA A100 (40GB PCIe) GPU on
Google Colab. Wherever applicable (e.g., sampling data splits on a
MacBook Air M2), we used a fixed seed value for the replicability
and consistency of our results.

3.5 Researcher Positionality
Researchers’ identities reflexively bring certain affinities into per-
spective while studying underserved communities [4, 83, 116]. In
particular, our work follows Bird’s call for decolonizing language
technologies [14, 38] by focusing on a low-resource language spo-
ken by colonially marginalized transnational communities from
the Global South. The first two authors were born and raised
in the [anonymized nationality] and [anonymized nationality]
Bengali communities, respectively, and the anchor author is an
[anonymized nationality] who is a member of an Indigenous group
from [anonymized country]. All authors identify as [anonymized
gender] [anonymized sexual orientation] and are affiliated with
[anonymized region] universities. Besides our positionalities, our
interdisciplinary backgrounds, including computer science, eco-
nomics, information science, and statistics, and our research experi-
ence in critical studies, algorithmic bias and fairness, cross-cultural
NLP, and marginalized ethnolinguistic groups contribute to our
motivation and capacities and this study’s mindfulness and care
toward under-represented Bengali communities.

3.6 Environmental Impacts
Mindful of the concerns of environmental colonialism and injustice–
pollution from activities, like the development of large AI models
disproportionately and adversely affecting marginalized communi-
ties who do not even benefit from those models, researchers have
previously encouraged considering environmental impacts in re-
sponsible research in big data and related fields like NLP [30, 125,
139]. In this work, we fine-tuned 38 models using the NVIDIA A100
(40GB PCIe) GPU on Google Colab. Considering that this device’s
power consumption under high loads is 250W4, and Google’s typ-
ical data center’s carbon footprint is 0.082 :6�$2/:,ℎ, training
models in our study released approximately 0.2 kg �$2, which is

4https://bit.ly/a100-power-consumption
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negligible compared to the most resource-intensive models [125].
As a gesture to offset this carbon pollution, we donated to the United
States Forest Service’s Plant-a-Tree program. Moreover, our study
advocates for historically marginalized Bengali communities by
highlighting language models’ and datasets’ biases and identifying
fairness considerations for their deployment in downstream tasks,
like content moderation [127].

3.7 Limitations and Future Work
Using BIBED [38], which highlighted two major genders, religions,
and nationalities, our study overlooked non-binary genders, smaller
religious minorities, diaspora nationalities, and smaller regional
linguistic norms. It was the only Bengali dataset to identify bias
during our study, which was the primary reason for adopting the bi-
nary identity classification. Such common practice of binarification
in NLP datasets and artifacts that shape and restrict algorithmic
audits is indicative of the field’s limitations. Despite our intention
and efforts (e.g., connecting with developers of different religious
beliefs) to go beyond binaries, we were limited by the ontologies
of available resources. Beyond examining the biases in each di-
mension of fine-tuned models individually, future work should
investigate their intersectional biases and other vital identity di-
mensions, such as caste and sexual orientation. However, relying
on quantitative methods, this paper is limited in its capacity. In our
future work, we will draw on interviews and ethnography to un-
derstand how developers prepare datasets and choose pre-trained
models in low-resource contexts.

4 RESULTS
In this section, we first explain whether and how language models
fine-tuned with BSA datasets exhibit biases. Second, by examining
the relationship between the identities fine-tuned models are biased
toward and the identities of the dataset developers, we underline the
politics of design. Third, we foreground the influences on the fine-
tuned models that stem from different combinations of language
models and BSA datasets.

4.1 RQ1: Do language models fine-tuned with
BSA datasets show biases based on gender,
religion, and nationality?

In this study, we audited 38 fine-tuned BSA models using pairs of
sentences with identical semantic content, structure, and mean-
ing that differ only in the identity the sentences represent. Con-
sider the following two sentences: "পািন পিরেবেশরএকটিগুরুত্বপূণ�

উপাদান।" and "জল পিরেবেশর একটি গুরুত্বপণূ� উপাদান।", both of
which mean “Water is an important element of the environment.”
In addition to their exact same meaning, these two sentences have
identical semantic content and sentence structures, except using the
underlined words পািন (/ˈpɑːniː/) andজল (/zɔl/) to mean the word
“water.” Between these two synonymous words, Bangladeshi Ben-
galis commonly use the first word, while Indian Bengalis typically
use the second. Despite the same structure and similar semantic
content, while D1-mBERT categorized the first sentence as positive
(sentiment score 0.9758), the second was categorized as negative
(sentiment score 0.1062). This discrepancy of sentiment categories
and scores for sentences in the pair exhibits a nationality bias based

on linguistic norms. For RQ1, the question is whether these out-
put discrepancies in sentiment analysis tasks are significant and
consistent across language models fine-tuned with BSA datasets.

The results of our j2 suggest that the nominal sentiment classi-
fications of nine fine-tuned models, including (D2, D4, D5, D6, D7,
D10, D11, D18)-mBERT and (D15)-BanglaBERT, consistently (e.g.,
with a power ≥ 0.8), relate to the gender represented in a sentence.
For 12 fine-tuned models: (D1, D2, D4, D5, D9, D10, D11, D17,
D19)-mBERT and (D1, D10, D17)-BanglaBERT, sentiment classifica-
tions were often related to the religion-based identities expressed
by the Bengali sentences. In the case of nationality-based identity,
outputs of nine fine-tuned BSA models, including (D1, D11, D14,
D16, D17, D19)-mBERT and (D1, D3, D13)-BanglaBERT, were related
to whether the sentences explicitly mentioned or followed the lin-
guistic norms of Bangladeshi or Indian Bengalis. Among the 38
fine-tuned models audited in our study, this approach identifies less
than half of these as biased in each identity dimension.

Table 2 presents the results of pairwise comparisons of the nu-
meric sentiment scores for different categories in each identity
dimension. Details about j2 and Wilcoxon signed rank or paired
t-tests are in Table 3 in the Appendix.

Comparing sentiment score pairs, we found that among these
models, 9 fine-tuned models (24%) are biased toward female iden-
tity (e.g., consistently assign more positive sentiment scores to
sentences that explicitly or implicitly express female identities).
Similarly, 23 models (61%) are biased toward male identities. In
the case of religion-based identities, fine-tuned models that are
biased toward Hindu and Muslim identities amount to 24% and 61%,
respectively. For the nationality dimension, 50% of the fine-tuned
models were biased toward, i.e., perceived Bangladeshi identity
more positively, compared to 26% models being biased toward In-
dian identity.

4.2 RQ2: Are the biases of the fine-tuned BSA
models related to the dataset developers’
demographic backgrounds?

In answering the previous RQ,we found how mBERT and BanglaBERT,
being fine-tuned with different BSA datasets, exhibit biases toward
one or the other identity categories of gender, religion, and na-
tionality. Given that most BSA dataset developers share similar
identities, could the biases of the models fine-tuned using those
datasets be surfacing the lack of representation from other identi-
ties and the potential misalignment among the diversities within
Bengali communities? In RQ2, we investigate whether the demo-
graphic backgrounds of the developers of these datasets are related
to how these datasets influence the direction of the biases in the
fine-tuned models. This question is particularly important given the
emphasis on the positionality of designers in critical scholarship in
HCI, as discussed in section 2. However, our analysis did not pro-
vide conclusive evidence that the biases of mBERT and BanglaBERT
models fine-tuned with BSA datasets are related to the demographic
background of the dataset developers. Tables 4, 5, and 6 in the Ap-
pendix present the direction of bias in the fine-tuned BSA models
and the demographic backgrounds of their developers across the
dimensions of gender, religion, and nationality, respectively. We
excluded the fine-tuned models trained with datasets for which
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Table 2: Results of statistical tests pairwise comparing numerical sentiment scores.

�0/Directions of bias mBERT BanglaBERT

Gender
`5 4<0;4 < `<0;4 D2, D5, D7, D9-D11, D13-D18 (n=12) D1, D2, D5-D9, D11, D14, D16, D17

(n=11)
`5 4<0;4 > `<0;4 D1, D3, D4, D6, D19 (n=5) D12, D15, D18, D19 (n=4)
no/rare D8, D12 (n=2) D3, D4, D10, D13 (n=4)

Religion
`�8=3D < `"DB;8< D1, D2, D5, D7-D11, D13, D15, D17

(n=11)
D1, D2, D4-D6, D8-D11, D14, D16, D17
(n=12)

`�8=3D > `"DB;8< D3, D4, D12, D14, D16, D18, D19 (n=7) D12, D15 (n=2)
no/rare D6 (n=1) D3, D7, D13, D18, D19 (n=4)

Nationality
`�0=6;034Bℎ8 < `�=380= D10, D12, D18, D19 (n=4) D2, D6, D8, D10, D13, D18 (n=6)
`�0=6;034Bℎ8 > `�=380= D1, D2, D4, D5, D7-D9, D11, D13, D14,

D16, D17 (n=12)
D1, D3, D7, D9, D14, D16, D19 (n=7)

no/rare D3, D6, D15 (n=3) D4, D5, D11, D12, D15, D17 (n=6)

we could not collect the corresponding developers’ self-identified
demographic information from the corresponding hypothesis tests.

For this RQ, our null hypothesis assumes no relationship be-
tween the direction of bias in BSA tools and their developers’ demo-
graphic backgrounds, whereas our alternative hypothesis assumes
one exists. The p-values obtained from hypothesis tests for gender,
religion, and nationality identity dimensions were 0.77, 0.27, and
1.0. Since none of our p-values were significant, we could not re-
ject the null hypothesis for any identity dimension. Hence, based
on our statistical tests, we concluded that there is no significant
evidence to suggest that the biases in these fine-tuned BSA models
are related to the demographic identities of the dataset developers.
Then, we asked whether and how the combinations of two key
components of downstream NLP systems–pre-trained language
models and fine-tuning datasets–influence these biases.

4.3 RQ3: How do the combinations of different
language models and datasets influence the
fine-tuned models’ biases?

In RQ3, we explore how the combinations of different pre-trained
models and datasets influence the biases of the fine-tuned models.
Beyond determining whether the fine-tuned models are biased,
we quantified the group biases of those models using the positive
classification rate (PCR) and the pairwise comparison metric (PCM).

We identified the identity toward which a fine-tuned model was
biased based on PCR across ten splits of the evaluation dataset.
Figure 2 shows that most of the combinations of the pre-trained
models (e.g., mBERT or BanglaBERT) and fine-tuning BSA datasets
exhibited a positive classification bias toward one or the other
category (seen in dark blue or dark red in the heatmap) ten out of
ten times we calculated those models’ PCRs. Let’s refer to such
cases of fine-tuned models being biased toward an identity category
across all data splits as “constant bias.”

Figure 2 also shows how certain BSA datasets, irrespective of
the pre-trained base model, always lead to identity bias toward
a specific gender, religion, or nationality (e.g., models fine-tuned
with D2 and D18 being biased toward Bangladeshis and Indians,
respectively). This raises a question about the role of these datasets
in leading to such biased models. In contrast, when we fine-tuned
mBERT using D1, D3, D4, and D6, the resulting models consistently

categorized female identity-expressing sentences as positive in
all data splits. However, the same base model, when fine-tuned
using the BSA datasets D2, D5, D7-11, and D13-18, exhibited a
similarly constant positive classification bias toward male identities
explicitly or implicitly expressed in Bengali sentences. Such shifts
in the direction of gender bias in fine-tuned models, depending
on the BSA dataset used for fine-tuning a pre-trained model, align
with the common argument that critiques the problematic nature
of data.

However, we observed cases where fine-tuned models challenge
the notion that biases in algorithmic systems stem solely from
biased training datasets. For example, though the BSA datasets
D1 and D6 shaped the mBERT model to show constant bias toward
female identity, the same datasets when being used in conjunc-
tion with BanglaBERT, resulted in fine-tuned models that favored
male identity-representing sentences. Similarly, for religion and
nationality-based identities, we saw instances of different BSA
datasets shifting the same pre-trained models’ direction of bias
through fine-tuning (e.g., D14 and D15 leading to constant bias
toward different religious identities) as well as of the same BSA
dataset affecting different base models’ biases to move in differ-
ent directions (e.g., mBERT and BanglaBERT fine-tuned with D19
showing constant biased toward Indian and Bangladeshi identities,
respectively).

Unlike the fine-tuned models we described as showing constant
bias, there exist models that exhibit biases toward different genders,
religions, and nationalities in different splits of evaluation data.
Examining these combinations and considering instances where
bias directions were less consistent than in the cases above can help
identify the pre-trained model and fine-tuning dataset pairings that
result in reduced bias. For example, when we used the dataset
D19 to fine-tune mBERT, it resulted in a BSA model that showed a
positive classification bias toward male identity seven out of ten
times. Whenwe calculated PCR for the D19-BanglaBERT fine-tuned
model, we found it to be biased toward female identity-representing
sentences six times out of ten. These datasets fine-tune models to
favor one identity (e.g., Bangladeshi) occasionally and at other times
favor the opposite (e.g., Indian). In other words, depending on the
pre-trained model, these datasets slightly shift the bias direction of
the BSA model but are not consistently biased, unlike the others.
Models in Figure 2 with mid-spectrum colors, like off-white (e.g.,
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Figure 2: Heatmap showing the directions of biases of the fine-tuned models based on PCR, i.e., in how many iterations a
particular combination of mBERT (top) or BanglaBERT (bottom) with different BSA datasets more frequently classified a category
as positive.

D11-mBERT), indicate being biased toward different categories (e.g.,
Hindu and Muslim) an equal number of times (e.g., 5 and 5) across
all data splits. All fine-tuned models’ PCR are presented in Table 7
in the Appendix.

However, excluding the models that show constant bias (colored
with dark blue or dark red in Figure 2), most models with inconsis-
tent bias directions in different iterations do not have exactly equal
PCRs. Therefore, to decide between two fine-tuned models that
have somewhat similar PCRs, we can consider the values of PCM
(see Table 7 in the Appendix) that compares the average pairwise
differences of normalized sentiment scores for different categories
in paired inputs. The higher this score is for a fine-tuned model, on
average the more different sentiment scores that the model assigns
to different categories (e.g., Bangladeshi and Indian) in a particular
identity dimension (e.g., nationality). Hence, for models with equal
PCRs, a lower PCM pinpoints the model that assigns less different
scores to different identities.

Considering these arguments, we found that fine-tuning BanglaBERT
with different BSA datasets resulted in fewer models with a consis-
tent bias toward certain gender, religious, and national identities.

This implies that while most fine-tuned models are likely to exhibit
algorithmic bias, the pre-trained model specializing in the language
of the downstream task, in this case, Bengali, is more malleable
than the generalized mBERT model during fine-tuning.

5 DISCUSSION
Our study provides empirical evidence of language models and
datasets exhibiting biases across different gender, religion, and
nationality-based identities in the low-resource Bengali language.
We also examine how the demographic background of the dataset
developers relates to these biases and the effectiveness of multilin-
gual and language-specific pre-training in mitigating those. Here,
we reflect on our findings and their implications by connecting
them to the concept of epistemic injustice for NLP broadly, decolo-
nizing NLP to resist the dominance of certain social values in AI
alignment, and choosing among various metrics and methods for
algorithmic audits.
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5.1 Epistemic Injustice in Natural Language
Processing

Natural Language Processing (NLP) can be viewed as a form of
epistemology [79], given its application in understanding, catego-
rizing, and generating human language. NLP-based technologies
can prioritize certain ways of interpreting information through
various datasets, models, and tools [37, 44, 80]. We found that
fine-tuned BSA models associate specific gender-, religion-, and
nationality-categories with positive sentiments and others with
negative connotations. We can conceptualize such biases while in-
teracting with language technologies through the lens of epistemic
injustice.

Epistemic injustice is unfairly discrediting someone’s testimony,
prejudicially undermining their ability to participate, and misrepre-
senting their views in knowledge practices [57]. It can manifest in
two forms. First, testimonial injustice occurs when prejudice causes
a hearer to give the speaker less credibility based on the latter’s
identity. When language models assign less favorable scores to
sentences that mention a specific gender, religion, or nationality, or
reflect the linguistic norms of those identity groups, this highlights
the models’ testimonial injustice. Second, hermeneutical injustice
occurs at a prior stage, where the social experiences of members
of marginalized groups are left inadequately conceptualized and
ill-understood due to gaps in their respective hermeneutics. De-
spite English and Bengali having comparable numbers of native
speakers, the latter has fewer resources available than the former
by a factor of thousands [77]. Moreover, as our study found, there
are serious concerns regarding bias in the limited number of labeled
Bengali datasets. Since Bengali communities have a strong online
presence [77], their interactions can enable NLP tools to effectively
understand diverse Bengali hermeneutics. While prior work has
shown that models trained on specific language families tend to
outperform those trained on diverse but unrelated languages [94],
our study complements this critique by demonstrating that the
language-agnostic model mBERT systematically dismisses, conflates,
or distorts dialects and linguistic styles, thereby exacerbating dis-
advantages for low-resourced languages. Consequently, language
technologies can be unjust toward users and render their interac-
tions with sociotechnical systems in terms of content and style
structurally prejudicial [37, 81].

5.2 Decolonizing NLP as Addressing Cultural
Differences in AI Alignment

AI alignment aims to ensure that AI systems align with widely
shared values [71, 76]. In historically marginalized communities,
participatory methods help resist cultural imposition, decolonize
language technologies, and develop community-driven resources
and artifacts through the negotiation of local values [14]. We found
a clear under-representation of BSA dataset developers who iden-
tify as female, Hindu, and Indian, which can risk inadequately
conceptualizing their experiences, cultural appropriation, and ex-
ploitation resulting from data sourced about underserved and colo-
nially marginalized people, such as the Bengalis, without informed
consent.

Contributing factors to this underrepresentation may include
various social elements, such as a lack of financial incentives and in-
sufficient political will. For example, while Bengali is India’s second
most spoken language, the recent government-sponsored promo-
tion of Hindi disadvantages it in the multilingual country [103].
Considering decolonial scholarship, which views governments as
continuations of colonial hierarchies, such dominance over local
languages can be seen as a colonial legacy. On the contrary, Ben-
gali being Bangladesh’s national language, NLP research in that
language benefits from community endeavors and governmental
initiatives [37].

Let’s consider ways to align AI models with the values of di-
verse nationalities, genders, and religious communities speaking
the Bengali language. Forward alignment aims to align AI systems
via alignment training, whereas backward alignment assesses the
systems’ alignment and governs them appropriately to avoid ex-
acerbating misalignment risks [76]. Given the scarcity of labeled
datasets in Bengali, especially those that consider fairness and eq-
uity, the feasibility of alignment training might be limited, and
backward AI alignment could be a more pragmatic approach. Here,
the goal is to develop robust models that do not perpetuate existing
societal biases, such as predicting negative sentiment solely based
on unrelated factors.

Considering the technological and infrastructural challenges in
the Global South, where many low-resource languages are spoken,
reflecting on sustainable and accessible NLP approaches becomes
essential. Even with data availability, large models’ computational
demands can make them impractical. In such cases, knowledge dis-
tillation, where a smaller model is trained to replicate the behavior
of a larger, more complex model, can be a viable alternative [32, 68]
to reduce computational needs and support community-driven and
decolonized language technology research.

5.3 Decisions around Methods and
Quantification in Algorithmic Audit

We usedmultiple statistical tests and evaluationmetrics in our audit.
For example, to identify identity-based biases in fine-tuned BSA
models, we compared nominal sentiment categories using the j2

test and numerical sentiment scores using paired t-tests orWilcoxon
signed-rank tests. Although both approaches revealed biases, more
fine-tuned models were identified as biased by comparing numeri-
cal sentiment scores (summed across different identity categories,
gender: 85%, religion: 85%, and nationality: 76%) than through
the nominal category comparison (gender: 24%, religion: 32%, and
nationality: 24%). These differences could be due to the fine-tuned
models missing subtle nuances when classifying data into discrete
categories rather than using continuous scores. Therefore, while
some prior studies have focused on nominal categories [129], we
recommend using numerical scores for a more vigilant assessment
of biases.

Similarly, to examine different combinations of pre-trained mod-
els and BSA datasets, we used two metrics to quantify group bias:
positive classification rate (PCR) and pairwise comparison metric
(PCM), which rely on nominal categories and numerical scores,
respectively. In our experiment, we found several fine-tuned mod-
els where the PCR values for different identity categories were
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significantly different, indicating strong biases, but the same mod-
els had low PCM values, suggesting less bias. For example, the
D11-BanglaBERT model classified Muslim identity expressing sen-
tences as positive more frequently in more splits than in data splits
where the explicit or implicit expression of Hindu identities was
categorized as positive with a higher rate (see Table 7 in Appendix
for details and a few more other examples). Despite such religion-
based bias in this model’s outputs, which leads us to expect a higher
PCM based on pairwise differences in sentiment scores of sentence
pairs, this model has a low PCM value. How do we interpret the
inconsistencies between our expectations and observations about
a particular metric? The aggregation of the differences in pair-
wise sentiment scores across all sentence pairs, as per the formula
by [34], might have minimized the PCM value. While summing
absolute differences instead of numerical differences may better
capture the overall differences in sentiment scores across large
datasets, its effectiveness should be confirmed through future em-
pirical validation.

6 CONCLUSION
We presented findings from algorithmic audits of fine-tuned Bengali
sentiment analysis (BSA)models based on existing BSA datasets and
two BERTmodels: one multilingual and one specifically pre-trained
for the Bengali language. Using statistical comparison and quantify-
ing group biases, we found that BSAmodels exhibit biases by consis-
tently assigning significantly different sentiment scores to sentences
expressing different gender, religion, and nationality-based identi-
ties. Our study foregrounded the downstream biases of pre-trained
models, examined their possible relationship to the training dataset
developers’ identities, and inconsistencies stemming from different
combinations of pre-trained models and datasets. As algorithms be-
come more prevalent in global sociotechnical infrastructure, we call
for more audits in low-resource and cross-cultural contexts, focus-
ing on datasets, pre-trained models, and developers. Transparency
fostered through such practices in selecting datasets, models, and
fairness metrics for audits can address misalignments of values and
exclusion, promote social justice, and foster more inclusive and
accountable AI regulations.
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A APPENDIX
A.1 RQ1 Tables

Table 3: Power of j2 and Wilcoxon/t-tests comparing sentiment labels and scores assigned for different identity categories by
fine-tuned models using different combinations of datasets and language models.

Identity Dimension Gender Religion Nationality
Statistical Test

j2
Wilcoxon/t-test

j2
Wilcoxon/t-test

j2
Wilcoxon/t-test

ID Language Model two left right two left right two left right

D1 mBERT 0.5 1.0 - 1.0 1.0 1.0 1.0 - 1.0 1.0 - 1.0
BanglaBERT - 1.0 1.0 - 1.0 1.0 1.0 - 1.0 1.0 - 1.0

D2 mBERT 1.0 1.0 1.0 - 0.8 1.0 1.0 - 0.1 1.0 - 1.0
BanglaBERT 0.7 1.0 1.0 - - 1.0 1.0 - - 1.0 1.0 -

D3 mBERT 0.2 1.0 - 1.0 0.1 1.0 - 1.0 - 0.6 0.7 -
BanglaBERT - 0.5 - 0.5 - - - - 1.0 1.0 - 1.0

D4 mBERT 1.0 1.0 - 1.0 1.0 1.0 - 1.0 0.1 1.0 - 1.0
BanglaBERT - 0.5 - 0.7 - 1.0 1.0 - - 0.1 0.1 -

D5 mBERT 1.0 1.0 1.0 - 1.0 1.0 1.0 - - 1.0 - 1.0
BanglaBERT - 1.0 1.0 - - 1.0 1.0 - - 0.1 - 0.2

D6 mBERT 1.0 1.0 - 1.0 - 0.2 0.3 - - 0.1 - 0.1
BanglaBERT 0.2 1.0 1.0 - - 1.0 1.0 - 0.1 1.0 1.0 -

D7 mBERT 0.9 1.0 1.0 - - 1.0 1.0 - - 1.0 - 1.0
BanglaBERT - 1.0 1.0 - - 0.5 0.5 - - 1.0 - 1.0

D8 mBERT 0.2 0.5 - 0.6 0.2 1.0 1.0 - - 1.0 - 1.0
BanglaBERT - 1.0 1.0 - - 1.0 1.0 - - 1.0 1.0 -

D9 mBERT - 1.0 1.0 - 1.0 1.0 1.0 - - 1.0 - 1.0
BanglaBERT - 1.0 1.0 - 0.6 1.0 1.0 - - 1.0 - 1.0

D10 mBERT 1.0 1.0 1.0 - 1.0 1.0 1.0 - - 1.0 1.0 -
BanglaBERT - 0.5 0.6 - 1.0 1.0 1.0 - 0.2 1.0 1.0 -

D11 mBERT 1.0 1.0 1.0 - 1.0 1.0 1.0 - 1.0 1.0 - 1.0
BanglaBERT - 1.0 1.0 - - 1.0 1.0 - - - - -

D12 mBERT - 0.3 - 0.4 - 1.0 - 1.0 - 1.0 1.0 -
BanglaBERT - 0.8 - 0.8 - 1.0 - 1.0 - 0.5 0.7 -

D13 mBERT - 1.0 1.0 - - 1.0 1.0 - - 1.0 - 1.0
BanglaBERT - 0.2 - 0.3 - - - - 1.0 1.0 1.0 -

D14 mBERT - 1.0 1.0 - - 1.0 - 1.0 0.9 1.0 - 1.0
BanglaBERT 0.1 1.0 1.0 - 0.3 1.0 1.0 - - 1.0 - 1.0

D15 mBERT - 1.0 1.0 - - 1.0 1.0 - - - - -
BanglaBERT 0.9 1.0 - 1.0 - 1.0 - 1.0 - 0.3 - 0.3

D16 mBERT - 1.0 1.0 - - 1.0 - 1.0 1.0 1.0 - 1.0
BanglaBERT 0.1 1.0 1.0 - - 1.0 1.0 - - 0.7 - 0.8

D17 mBERT - 1.0 1.0 - 1.0 1.0 1.0 - 1.0 1.0 - 1.0
BanglaBERT - 1.0 1.0 - 1.0 1.0 1.0 - - - 0.1 -

D18 mBERT 0.8 1.0 1.0 - 0.1 1.0 - 1.0 0.5 1.0 1.0 -
BanglaBERT - 1.0 - 1.0 - 0.5 0.5 - - 1.0 1.0 -

D19 mBERT - 1.0 - 1.0 1.0 1.0 - 1.0 1.0 1.0 1.0 -
BanglaBERT - 1.0 - 1.0 - - - - - 1.0 - 1.0

A.2 RQ2 Tables
Each cell of these tables shows the number of fine-tuned BSA models that show bias toward identity category G that developer(s) from identity category ~

developed. Beside each count, we list the fine-tuned BSA models that fall into that criterion inside parentheses. To avoid repeating the base BERT models’
names in the tables’ cells, we used Dxm and DxB, respectively, to indicate the fine-tuned models resulting from training mBERT and BanglaBERT using the BSA
dataset Dx.

A.3 RQ3 Tables
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Table 4: Fine-tuned BSA models’ bias toward gender identity categories grouped by the BSA datasets’ developers’ gender
identities.

bias
developer +

2 (D4m, D6m) 4 (D3m, D15B, D19m, D19B) 0
3 (D6B, D11m,
D11B)

12 (D2m, D2B, D5m, D5B, D7m, D7B, D9m, D9B,
D15m, D16m, D16B, D18m)

0

no/rare 1 (D4B) 2 (D3B, D18B) 0

Table 5: Fine-tuned BSA models’ bias toward religion-based identity categories grouped by the BSA datasets’ developers’
religious identities.

bias
developer +Agnostic

0 5 (D4m, D15B, D16m, D18m, D19m) 1 (D7m)
0 13 (D2m, D2B, D3B, D4B, D5m, D6B, D5B, D9m,

D9B, D11m, D11B, D15m, D16B)
0

no/rare 0 4 (D3m, D6m, D18B, D19B) 1 (D7B)

Table 6: Fine-tuned BSA models’ bias toward nationality-based identity categories grouped by the BSA datasets’ developers’
national identities.

bias
developer

12 (D2m, D3B, D4m, D5m, D7m, D7B, D9m, D9B, D11m, D16m, D16B,
D19B)

0

5 (D2B, D6B, D18m, D18B, D19m) 0
no/rare 7 (D3m, D4B, D5B, D6m, D11B, D15m, D15B) 0

Table 7: Quantified Bias Metrics (average PCM and PCR) in ten data splits.

Identity Dimension Gender Religion Nationality
ID Language Model PCM PCR ( , ) PCM PCR ( , ) PCM PCR ( , )

D1 mBERT 146.98 10, 0 104.7 0, 10 76.34 10, 0
BanglaBERT 79.97 0, 10 180.25 0, 10 62.61 10, 0

D2 mBERT 54.12 0, 10 31.57 0, 10 38.44 10, 0
BanglaBERT 71.82 0, 10 31.1 0, 10 37.66 1, 9

D3 mBERT 55.46 10, 0 32.92 10, 0 45.89 1, 9
BanglaBERT 67.62 7, 3 33.23 7, 3 55.21 10, 0

D4 mBERT 92.04 10, 0 49.51 10, 0 50.44 10, 0
BanglaBERT 33.16 3, 7 11.14 1, 9 22.15 7, 3

D5 mBERT 87.18 0, 10 47.46 0, 10 52.73 10, 0
BanglaBERT 58.48 0, 10 39.47 0, 10 24.9 4, 6

D6 mBERT 66.12 10, 0 24.69 7, 3 58.21 9, 1
BanglaBERT 110.49 0, 10 52.99 0, 10 81.21 0, 10

D7 mBERT 76.23 0, 10 19.66 0, 10 46.34 10, 0
BanglaBERT 42.18 0, 10 22.43 0, 10 29.84 4, 6

D8 mBERT 42.35 0, 10 35.27 0, 10 46.51 10, 0
BanglaBERT 54.4 0, 10 29.04 0, 10 39.76 0, 10

D9 mBERT 49.23 0, 10 64.55 0, 10 70.98 10, 0
BanglaBERT 75.62 0, 10 44.73 0, 10 31.36 10, 0

D10 mBERT 93.7 0, 10 62.63 0, 10 60.07 0, 10
BanglaBERT 48.51 0, 10 67.38 0, 10 67.21 0, 10

D11 mBERT 7.28 0, 10 3.8 5, 5 6.26 10, 0
BanglaBERT 5.81 6, 4 2.62 2, 8 5.17 9, 1

D12 mBERT 26.52 3, 7 15.9 10, 1 25.9 1, 9
BanglaBERT 37.81 9, 1 14.41 9, 1 35.1 0, 10

D13 mBERT 17.34 0, 10 9.94 2, 8 13.75 8, 2
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Table 7 continued: Quantified Bias Metrics (average PCM and PCR) in ten data splits.

Identity Dimension Gender Religion Nationality
ID Language Model PCM PCR ( , ) PCM PCR ( , ) PCM PCR ( , )

BanglaBERT 4.46 10, 0 1.59 8, 2 7.05 0, 10

D14 mBERT 118.66 0, 10 26.31 10, 0 70.33 10, 0
BanglaBERT 108.36 0, 10 52.63 0, 10 50.43 10, 0

D15 mBERT 58.25 0, 10 28.56 0, 10 46.22 2, 8
BanglaBERT 111.41 10, 0 38.55 10, 0 64.18 7, 3

D16 mBERT 29.79 0, 10 16.08 10, 0 67.04 10, 0
BanglaBERT 60.6 0, 10 20.86 0, 10 36.58 9, 1

D17 mBERT 36.71 0, 10 90.19 0, 10 77.79 10, 0
BanglaBERT 96.24 0, 10 121.86 0, 10 48.57 2, 8

D18 mBERT 36.49 0, 10 10.19 10, 0 52.87 0, 10
BanglaBERT 59.48 9, 1 39.9 0, 10 32.27 0, 10

D19 mBERT 39.28 3, 7 30.91 10, 0 51.45 0, 10
BanglaBERT 73.11 6, 4 30.6 0, 10 53.64 10, 0
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