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Abstract
Language operates as a mechanism of both marginalization
and resistance, especially for minority communities navigat-
ing insensitive and harmful speech online. As content moder-
ation increasingly depends on large language models (LLMs),
concerns arise about whether these systems can recognize cul-
turally insensitive speech from the perspectives of historically
underrepresented groups. Focusing on Bangladesh’s Hindu
and Chakma communities–the country’s largest religious and
Indigenous ethnic minorities, respectively–this paper investi-
gates the epistemic limits of LLM-based moderation systems
and exploresmethods for incorporatingminority perspectives.
We co-created a culturally grounded corpus of insensitive
speech with community members and integrated their nar-
ratives into moderation pipelines using retrieval-augmented
generation (RAG). Our tool, Mod-Guide, improves LLM sen-
sitivity to minority viewpoints by leveraging contextual cues
derived from lived experience. Through mixed-method eval-
uations involving both minority and majority participants, we
demonstrate that RAG-enhanced moderation responses are
more contextually accurate and perceived differently across
ethnic lines. This work advances research in human-computer
interaction, AI ethics, and social computing by foregrounding
restorative justice and hermeneutical inclusion in the design
of content moderation systems.

Introduction
Language is more than a means of communication and is a
form of power (Singh, Das, and Semaan 2025). It shapes
social hierarchies, legitimizes authority, and enables the
marginalization–a process through which individuals and
groups are pushed to the periphery of society based on at-
tributes like race, gender, ethnicity, religion, caste, national-
ity, language, sexual orientation, etc. (Erete, Israni, and Dil-
lahunt 2018). Linguistic marginalization and injuries man-
ifest in online communities through hate speech, bullying,
political incitement, and other forms of insensitive speech.
Most platforms respond by enforcing content moderation
policies through a combination of human moderators and
algorithmic systems (Jiang et al. 2023; Molina and Sundar
2022). Recent advances in large language models (LLMs)
have enabled more scalable moderation (Kolla et al. 2024;
Zeng et al. 2024), but thesemodels are predominantly shaped
by and reinforcemajority perspectives (Li et al. 2024). Given
the epistemic underrepresentation of the religious and In-

digenous ethnic minorities, whose perspectives and experi-
ences with insensitive or harmful speech might significantly
differ from those of the majority in those LLM-based con-
tent moderation systems, it likely would reinforce the soci-
etal barrier between the majority and minority groups in the
case of understanding each other’s perspectives.

We focus on Bangladesh, where Hindu and Chakma com-
munities represent the largest religious and Indigenous ethnic
minorities (BSB 2022). Motivated by concepts of hermeneu-
tical injustice (Fricker 2007) and the divide betweenmajority
andminority consciousness (Du Bois 2015), we collaborated
with members from those communities to curate a corpus of
culturally insensitive statements. Participants described why
specific speech acts were hurtful and problematic, grounding
their explanations in religious texts, oral histories, cultural
practices and rituals, lived experiences, and documents from
rights organizations. These insights reflect interpretive re-
sources that are typically excluded from LLM training data.

To operationalize these perspectives, we introduce Mod-
Guide, an LLM-based moderation feedback tool that uses
retrieval-augmented generation (RAG) to ground modera-
tion responses in this community-sourced corpus. While
RAG has shown strong performance across a range of NLP
tasks (Lewis et al. 2020), the significance of our work lies
in grounding RAG with epistemically marginalized perspec-
tives and evaluating its implications in the context of cultur-
ally sensitive moderation. We evaluate Mod-Guide using a
mixed-method study with participants from the majority and
minority communities, comparing its outputs to responses
from the off-the-shelf GPT-4 model. Our analysis shows that
grounding LLM responses in minority perspectives through
RAG significantly affects how harmful speech is interpreted
and moderated. We also find that the perceived usefulness
of these moderation outputs varies by ethnicity but not by
religion. This work makes two key contributions in line with
recognized HCI contribution types (Wobbrock 2012):

• Dataset contribution: a curated and annotated corpus of
culturally insensitive speech from minority perspectives.

• Artifact contribution: the design and evaluation of Mod-
Guide, a feedback system that integrates these perspec-
tives into the workflow of LLM-based moderation.

This research contributes to ongoing human-computer in-
teraction, AI ethics, and social computing discourse by cen-



tering epistemically marginalized communities in data cura-
tion and system design. It demonstrates how LLMs can be
mademore sensitive to pluralistic norms through community
participation and socio-technical design. The following sec-
tions detail the sociolinguistic framing of marginalization,
our dataset’s construction, the LLM-RAG pipeline’s design,
and the empirical evaluation. We conclude by reflecting on
challenges of scale, normativity in dataset curation, and the
implications for design toward community-centered justice
and fair content moderation systems.

Literature Review
Linguistic Marginalization as Insensitive Speech
Language plays a crucial role in shaping social hierarchies
and power dynamics. It establishes normative and non-
normative identities (Butler 2021). As such, people are
marginalized through language, often in the form of bullying,
hate speech, and threats. Similarly, religious and ethnic mi-
norities are also vulnerable to linguistic injuries. Such injury
arises not only from offensive speech targeting certain reli-
gions and ethnicities but also from the mode or ways those
identities are positioned as dismissed and devalued (Butler
2021). In this paper, we focus on linguistic injuries and vul-
nerabilities, where exact words may not be explicitly offen-
sive (e.g., name-calling), yet their conventional bearing–how
words derive power from historical and social conventions—
can come across as disregarding or diminishing the experi-
ences, identities, practices, and contexts of religious and eth-
nic minorities, which we dub as insensitive speech.

To study the linguistic marginalization of religious and
ethnic minorities in Bangladesh, we need to understand their
sociopolitical contexts. Religious minorities in Bangladesh,
particularly Hindus, have long faced marginalization charac-
terized by both historical and ongoing violence (Rifat et al.
2024a). The large-scale communal riots and the dispropor-
tionate targeting of Hindus during the Liberation War illus-
trate this pattern (Sarkar and Bandyopadhyay 2017; Anam
2013). In recent decades, assaults on Hindu communities
have increased, often fueled by social media rumors of reli-
gious insults against the majority (Ganguly 2021; Roy, Singh
et al. 2023; International 2021), such as the violence dur-
ing the 2021 Durga Puja (Hasan 2021). Furthermore, po-
litical instability worsens the persecution, leading to tar-
geted attacks on Hindus (Ittefaq 2014; Alo 2024), Chris-
tians (International 2018), and atheists (France-Presse 2015;
Shackle 2018). Similarly, the Indigenous ethnic minorities in
Bangladesh (known as Adivasi) face marginalization due to
their ethnic and cultural differences from the majority Ben-
gali population. These communities, particularly in the Chit-
tagong Hill Tracts, have experienced displacement, settle-
ment, encroachment on their ancestral lands, ethnocide, and
violence due to the region’s militarization since before the
country’s independence (Chakma 2010; Hill and Chakma
2022). Despite a peace accord in 1997, they continue to
struggle for autonomy and basic recognition of indigeneity
to this day (Chakma 2008; Mizan and Rahaman 2025).

Recent scholarships in social computing and ICT for de-
velopment have looked into how these sociopolitical experi-

ences of religious and ethnic minorities in Bangladesh mani-
fest as everyday linguistic marginalization in online commu-
nities in their interaction with other users and content mod-
eration. For example, (Rifat et al. 2024a) explained how
social psychology shapes the participation of religious mi-
norities online, who, due to a fear of isolation, fall into a
spiral of silence, negotiate through the future uncertainties
and present impression of fear, and accommodate their com-
munication with religious majority communities. Among
the Indigenous communities in Bangladesh, many share re-
ligious minority identities, such as Chakma, Santhals, and
Garo, who follow Buddhism, Hinduism, and Christianity,
respectively (Us n.d.). Users from these communities have
markedly different experiences with hate speech on online
platforms compared to their peers from the majority commu-
nity. The lack of urgency in addressing their experience with
explicitly profane speech creates a clear disparity concerning
membership, rights, and participation as users of online plat-
forms (Sultana et al. 2024). Taking that into account, efforts
to address insensitive speech with conventional bearing are
more likely to be influenced by majoritarianism and, hence,
require additional contextual content moderation and depend
on increased awareness among majority religious and ethnic
groups, such as the Bengali Muslims in Bangladesh.

Epistemic Barriers among Majority and Minority
Marginalization of minorities often stems from entrenched
tribal stigma surrounding attributes like ethnicity, religion,
language, and cultural practices (Goffman 2009). For exam-
ple, in many contexts, misunderstandings of minority reli-
gions’ practices and beliefs lead to unsubstantiated fear (e.g.,
Islamophobia (Allen 2016)), misrepresentation (e.g., depict-
ing non-Abrahamic faiths as satanic or pagan (Sugirthara-
jah 2004)), or exclusion. Similarly, immigrants who speak
different languages often face suspicion or hostility, as their
speech is perceived as secretive or exclusionary, reinforc-
ing their marginalization in the form of xenophobia (Lee
2019). Scholars argue that such stigma and marginalization
are not the victims’ attributes but a feature of the society
that imposes it. Through various social processes, minori-
ties’ symbols, beliefs, practices, and physical conditions are
made non-normative in society and are devalued or discred-
ited to such an extent that they adopt different coping mecha-
nisms (Goffman 2009), such as hiding their identities, avoid-
ing sharing their experiences or withdrawing from social in-
teractions out of fear of isolation and the desire to conform to
norms in both online and offline settings (Rifat et al. 2024a).

In this paper, we seek to understand the experiences
of religious and ethnic minorities being marginalized,
ridiculed, and misunderstood in the Bangladeshi social me-
dia sphere by combining W.E.B. Du Bois’ concept of “the
veil” (Du Bois 2015) and Miranda Fricker’s notion of
hermeneutical injustice (Fricker 2007). These theoretical
angles provide complementary lenses for understanding and
addressing the underlying processes that lead to the minori-
ties’ marginalization. Du Bois’ conceptualization of the
“veil” highlights how racial minorities in the United States
experience an imposed separation that distorts their self-
perception and hinders mutual comprehension across racial



divides (Du Bois 2015). Recent work (Rifat et al. 2024a)
in the context of Bangladesh has highlighted how the re-
ligious minority communities feel a comparable divide be-
tween themselves and the religious majority, particularly in
how their identities and practices are misinterpreted, leading
to alienation andmarginalization. That metaphorical veil be-
tween the majority and minority groups in terms of ethnicity
or religion functions as an epistemic barrier, preventing ad-
equate and effective intergroup understanding.

Drawing from Fricker’s work (Fricker 2007), this epis-
temic difference could be dubbed hermeneutical injustice,
where minority groups struggle to make sense of their ex-
periences due to the lack of necessary conceptual resources
within normative epistemic frameworks shaped by religious
and ethnic majorities’ beliefs and practices. For example,
theological interpretations (e.g., the role of idols in worship
for Hindu minorities) and dietary practices of the ethnic mi-
nority communities (e.g., consumption of pork, frog, and al-
cohol) are considered wrong from the perspective of the ma-
jority Bengali Muslims’ standpoint (Rifat et al. 2024a; Sul-
tana et al. 2024, 2022). When members of the majority com-
munity talk about those beliefs and practices, the minority
groups might deem such comments as stereotypical, conde-
scending, insulting, and overall insensitive, which reinforces
division and further marginalizes minorities online.

Divisions between majority and minority groups are sus-
tained by institutionalized ignorance and a lack of empa-
thy (Du Bois 2015), while dominant social norms and un-
conscious biases perpetuate injustice against marginalized
communities (Fricker 2007). In online communities where
religious and ethnic minorities encounter insensitive speech,
different moderation and feedback mechanisms could be im-
plemented with careful attention to the epistemologies of
these groups. More broadly, dismantling these barriers de-
mands inclusive epistemic practices—encompassing knowl-
edge production, recognition, and validation—to value mi-
norities’ perspectives and foster interfaith communication
and mutual understanding. These practices would ultimately
address the power asymmetries experienced by religious and
ethnic minorities online by shaping the design and gover-
nance of sociotechnical systems like online platforms.

Language Models in Moderating Insensitive Speech
With the global adoption of online platforms and the di-
verse communities they host, moderating harmful and in-
sensitive speech has become a complex sociotechnical chal-
lenge. Existing scholarship has shown that perceptions of
what constitutes harmful content and its severity vary sig-
nificantly across cultural and social contexts (Jiang et al.
2021; Scheuerman et al. 2021). While platforms’ “institu-
tional ethics” (Scheuerman et al. 2021) do not want to imple-
ment the perspectives of users who think anything that does
not pertain to a particular religious belief should be removed,
they rarely make an active effort in addressing the hermeneu-
tical injustice (Jiang et al. 2021), i.e., the structural exclusion
of minority perspectives in defining what counts as harm-
ful. As online communities grow, platforms must negoti-
ate competing moderation values (e.g., community identity),
philosophies (e.g., nurturing vs. punishing), and implemen-

tation styles (e.g., human vs. algorithmic moderation) (Jiang
et al. 2023; Das, Østerlund, and Semaan 2021).

Particularly focused on moderation philosophy, Seering
et al. (Seering, Kaufman, and Chancellor 2022) examined
how moderation can be conceptualized through different
metaphors, such as mentoring, law enforcement, and custo-
dianship. These metaphors shape how platforms and mod-
erators perceive their roles, influencing decisions and ethics
about intervention, the balance between users’ autonomy and
governance, and the prioritization of different cultures and
values. As the platforms adopt algorithmic moderation for
the sake of efficiency, these societal complexities are of-
ten pawned off to algorithmic systems (Jiang et al. 2023).
Language technologies have become central to automated
content moderation systems(Sun and Ni 2022; Vaidya et al.
2021). In terms of complexity and sophistication, these sys-
tems range from simple keyword filters(Jhaver et al. 2019,
2022), to task-specificmodels for sentiment analysis and hate
speech detection (Das et al. 2024; Mozafari, Farahbakhsh,
and Crespi 2020), to foundational large language models
(LLMs) deployed at scale (Kolla et al. 2024; Zeng et al.
2024; İnan, Çetin, and Yakupoğlu 2024). While multilingual
LLMs have shown promising results in detecting explicit
hate speech, fake news, and discriminatory language (Plaza-
del Arco et al. 2023; Koka et al. 2024; Orlandi et al. 2021),
they often struggle with more subtle forms of disinformation
and culturally coded insensitivity.

However, LLMs reflect and reinforce dominant cultural
norms, which can lead to representational harms, particularly
for non-Western communities (Ghosh et al. 2024; Brown
et al. 2024). Prior research has shown that these models ex-
hibit demographic (e.g., race, gender, nationality, religion,
caste) (Ghosh and Caliskan 2023a,b; Hamidieh et al. 2024;
Ghosh 2024; Das et al. 2024), socioeconomic (Arzaghi,
Carichon, and Farnadi 2024), and political biases (Agiza,
Mostagir, and Reda 2024), raising concerns about how auto-
mated moderation disproportionately impacts marginalized
communities. Hence, recent works have attempted to recon-
ceptualize moderation by embedding safety paradigms di-
rectly into LLM pipelines (İnan, Çetin, and Yakupoğlu 2024;
Arzberger et al. 2024), wherein they have examined how data
selection and fine-tuning impacted LLMs’ economic and po-
litical biases (Agiza, Mostagir, and Reda 2024), how model
responses vary with culturally sensitive prompts (Mukherjee
et al. 2024), and found that persona-based prompting can im-
prove alignment with specific moderation goals (Kwok, Bra-
vansky, and Griffin 2024). Studies highlighted how crowd-
sourced data annotation is subject to limited annotator exper-
tise (Kumar et al. 2024), dismissal of religious faiths (Rifat
et al. 2024b), minorities’ underrepresentation (Thorne 2022;
Song et al. 2025), and disproportionate association of toxic-
ity with minorities (Wiegand, Ruppenhofer, and Eder 2021).
Retrieval augmented generation (RAG)–amethod to enhance
language model outputs by retrieving relevant external docu-
ments while generating responses (Lewis et al. 2020), can be
an effective technique to address the concerns of LLM biases
affecting content moderation (Leitner et al. 2025; Tsirmpas,
Androutsopoulos, and Pavlopoulos 2025). However, there is
a dearth of literature that has examined its effectiveness in



moderating content around minority identity, especially in
non-English languages and the Global South contexts.

Our work advances research at the intersection of content
moderation, LLMs, and low-resource language communities
in two key ways. First, we address the dataset challenge
by constructing a culturally grounded corpus of insensitive
speech in Bengali, annotated and contextualized bymembers
of underrepresented religious and ethnic minority communi-
ties in Bangladesh. Rather than relying on crowd-sourced or
majority-labels that often obscure minority perspectives, our
approach centers the lived experiences, interpretive frame-
works, and rationales of those most affected by marginal-
ization. Second, we build on insights from prior literature
that persona-based prompting may help align LLM outputs
with specific moderation philosophies (Seering, Kaufman,
and Chancellor 2022; Kwok, Bravansky, and Griffin 2024)
and RAG enhances factual accuracy and contextual ground-
ing (Izacard and Grave 2020; Shi et al. 2023). We imple-
mented this insight in our content moderation feedback sys-
tem, Mod-Guide, in which we prompt an LLM to adopt var-
ious moderation roles and ground its responses in the mi-
nority community-sourced corpus using RAG. We evaluated
which configurations–combinations of prompts and the pres-
ence/absence of RAG–produce more contextually sensitive,
factually accurate, and epistemically inclusive feedback.

Corpus Preparation to Understand Minority
Hermeneutics

This paper is part of a broader study to understand minority
communities’ experiences with content moderation in online
communities and develop tools to make those spaces more
inclusive and accessible for these communities [citations
redacted for review]. Here, we build on our findings and
community relationships fostered during the earlier phases
of our research. We collected the corpus through the Asyn-
chronous Remote Community (ARC) method (MacLeod
et al. 2016). Prior research has used this method to engage
with participants where in-person communication can be dif-
ficult to arrange due to population distribution (MacLeod
et al. 2017), stigma (Maestre et al. 2018), or fear of isola-
tion (Walker and DeVito 2020). Over a month, we weekly
elicited those groups to sustain engagement while allowing
flexibility for participants to share instances of social me-
dia posts that they found culturally insensitive, about which
they have found that the religious majority and ethnic ma-
jority communities have different perceptions. In doing so,
our corpus prioritizes minority hermeneutics–interpretation
of their practices, experiences, values, and beliefs from their
own perspectives, over being shaped or constrained by ma-
joritarian normative societal views.

Participants
In this paper, we focus on the religious minority Hindu com-
munity and the Indigenous ethnic minority Chakma commu-
nity in Bangladesh. We recruited participants aged 18 years
and older by sharing the recruitment materials and additional
information with our personal networks, through Facebook
advertisements, and by reaching out to participants from our

previous studies involving these communities. We also con-
tacted the administrators and moderators of local Facebook
groups dedicated to theseminority communities, asking their
permission to post the call for participation in those groups.
We asked the respondents to the study’s advertisements to
self-identify key characteristics such as gender, caste, age,
and their places of upbringing and current residence, which
prior studies found to have differing experiences within the
Hindu and Chakma communities (Sultana et al. 2024; Ri-
fat et al. 2024a). Our ARCs with these participants included
11 from the religious minority Hindu community (7 male
and 4 female) and 11 from the Indigenous ethnic minority
Chakma community (2 male, 4 female, and 5 did not re-
spond to the question asking their gender). Both ARCs had
more members, but those who did not post at least once in
the groups were excluded from the reported counts. Most of
our Hindu participants were from underprivileged scheduled
castes (tafsili jati) (Sen 2018), reflecting the general demo-
graphic pattern of Hindu communities in Bangladesh.

Procedure
Similar to previous ARC studies (MacLeod et al. 2016;
Maestre et al. 2018; Walker and DeVito 2020), based on
our participants’ preferences, we used a secret Facebook
group and a secret WhatsApp group, respectively, to inter-
act with the former and the latter minority groups. Hosting
the ARCs on these online platforms minimized the need to
familiarize participants with a new system (MacLeod et al.
2017; Heywood, Ivey, and Meuter 2024). All participants
had existing Facebook and WhatsApp accounts that they
used to participate in the study, thus maintaining platform-
related risks similar to those participants regularly assume
while using these communication channels. After com-
pleting our informed consent procedure and orienting them
with a code of conduct, we invited them to join the groups.
From 25/10/2024 to 23/11/2024, we maintained engagement
through weekly elicitation while allowing for flexibility.

However, a few participants either did not actively engage
or ceased participating after the first couple of weeks in those
Facebook and WhatsApp groups, which is a pattern of at-
trition and participation consistent with previous ARC stud-
ies (Prabhakar et al. 2017; Walker and DeVito 2020). The
other participants responded to our prompts by sharing ex-
amples of textual posts, comments, images, and videos they
perceived as insensitive to their religious and Indigenous eth-
nic identities, cultures, rituals, and practices. We specif-
ically sought instances that were often dismissed as non-
problematic by the religious and ethnic majority communi-
ties, as the participants experienced through interacting with
friends and acquaintances in those communities or having
their reports of such content overlooked by content moder-
ation systems on online platforms. We also asked the par-
ticipants to explain why they found the contents insensitive,
referencing sources such as the scriptures of the religious mi-
nority communities, national and international resolutions
regarding the rights and concerns of the Indigenous ethnic
minorities, and their lived experiences and understanding of
their respective communities. The participants also engaged
with and built upon each others’ responses. The first two



authors monitored the groups to ensure compliance with the
code of conduct and asked follow-up questions to nudge the
participants to share additional details.

Our participants participated in the ARCs using both Ben-
gali and English. To streamline the corpus, we translated all
written communication into Bengali, the national language
of Bangladesh. Participants occasionally shared screenshots
of social media posts they considered insensitive. We uti-
lized optical character recognition (OCR) to convert those
images into Bengali text. Similarly, any videos shared by
participants as examples were transcribed into Bengali text.
For web URLs provided by participants as instances of
hate speech, we transcribed the content into Bengali. We
anonymized all these contents before OCR and transcription.
For common examples of insensitive speech, some partici-
pants shared links to online repositories containing writings
and references explaining why such remarks are inappropri-
ate. We scraped the web pages in those cases, excluding non-
textual content (e.g., HTML tags, URLs).

We gathered 53 instances of insensitive speech directed at
the religious minority Hindu community and 79 instances
targeting the indigenous ethnic minority Chakma commu-
nity, organizing them into two separate spreadsheets. Each
spreadsheet contains two columns: one listing examples of
insensitive speech and the other explaining their inappropri-
ateness. Let’s consider the following example text that Hindu
participants in our ARCs found to be culturally insensitive.
িকছɈ মানবতার েফǬলওয়ালােদর েদখেতিছ, মূিতর্ পাহা-
রা িদেত মǭūের যােĸ। মূিতর্ পাহারা েদওয়ার জনয্ ঈমান
আিনও নাই, মূিতর্ পাহারার পেক্ষআিম নাই। ভাĳা লাগেল
ডাক িদেয়ন (I have been seeing some vendors of hu-
manism who are going to temples to guard the idols.
I did not bring imaan (faith in Islam) for guarding the
idols, [and] I am not in favor of guarding the idols.
Call [me] if those [idols] need to be broken.)
Since this example text was collected from the post of a

user belonging to the religious majority, it reflects their cul-
tural value and belief: the prohibition on idol worship in Is-
lam. In contrast, in the Hindu faith, idols are viewed as a
medium for worship. Consequently, a few of our participants
pointed out the aforementioned text that was recently well-
circulating in the Bangladeshi social media sphere as insen-
sitive speech. They also explained why they consider it cul-
turally insensitive from different angles. For example, while
some participants explained the relevance of idols in Hindu
rituals based on references from Hindu scriptures, some oth-
ers presented arguments informed by their observations of
social practices in different religions. For example, a snippet
of the explanation for the above text being insensitive was:
জগেত িনরাকারবাদী বহু সƐদায়আেছ, যাহারা অবতা-
রবাদ মােনন না এবং উপসনা িকংবা সাধণার জনয্ েকা-
নরূপ সাকার িবÍহ বা àতীেকর àেয়াজন হয় না৷ অেন-
েক আবার িনরাকারবাদ Íহণ কেরও অবƵািবেশেষ à-
তীেকর (অউম, ধমর্চË, Ʋার অফ েডিবড) আবশয্কতা
ēীকার কের। তঁারা ঈđেরর বািহয্ক মূিতর্ ēীকার কেরন
না িকǗ তঁারাও মেন মেন েকান না েকান মূিতর্ কƚনা কের
থােকন অথবা হৃদাকােশ েকান àতীেকর কƚনা কেরন।

... এই িবষেয় ēামী িবেবকানū একটা কথা বেলিছেলন,
"দইু àকার মানুেষর রুপ-কƚনার বা মূিতর্ র àেয়াজন
হয় না-েয ধেমর্র েকান ধার ধাের না; আর িসŞপুরুেষর,
িযিন এই-সকলঅবƵার মধয্ িদয়া িগয়ােছন।আমরা এই
দইু অবƵার মেধয্ রিহয়ািছ। িভতের ও বািহের আমােদর
েকান-না-েকানরুেপ মূিতর্ র àেয়াজন। ..." (There are
many formless-theist communities in the world who
do not believe in incarnations and do not require any
tangible deity or symbol for worship or spiritual prac-
tice. Again, some who accept formless-theism still ac-
knowledge the necessity of symbols (such as Om, the
Dharma Wheel, or the Star of David) in certain con-
texts. While they do not accept an external image/i-
dol of God, they still mentally envision some form
or symbol within their hearts. On this matter, Swami
Vivekananda once said: “Two types of people do not
require forms or idols–those who have no concern for
religion at all, and the enlightened beings who have
transcended all such states. We exist somewhere in be-
tween these two conditions. Internally and externally,
we need some form of an idol or image.”)

We emphasize that our work does not seek to evaluate dif-
ferent theological beliefs and practices. Rather, we aim to
highlight how various cultural, religious, and social values
influence people’s perceptions of content sensitivity and the
roles they expect moderators to fulfill. Hence, we will use
this corpus of speech the minority communities viewed as
culturally insensitive and the rationales behind such percep-
tions to inform LLM-based automated content moderation.

Mod-Guide: Persona-based LLM Prompting
and RAG Pipeline for Moderation Feedback

This paper investigates the effectiveness of large language
models (LLMs) in moderating insensitive speech directed
at religious and ethnic minority communities in Bangladesh
that is often based on stereotypes and deepens the cultural di-
vide between the majority and minority communities in the
country. Drawing on Du Bois (Du Bois 2015), we refer to
that as the veil. We particularly examined OpenAI’s GPT-
4. Additionally, we explore retrieval-augmented generation
(RAG) based on community insights with the application for
content moderation in mind. We prompted these systems in
different ways to shape their responses by defining their role
as content moderators (e.g., nurturing, governing) and per-
sona (e.g., teacher, judge) to build a moderation feedback
system called “Mod-Guide.” In this section, we will first dis-
cuss the different prompts, then explain the LLM and RAG
pipeline, and finally discuss the interface with examples.

Prompting
We used five prompts in the pipeline. In all these cases, the
objective was the same: to understand whether a piece of text
would potentially be perceived as hate speech, hurtful, or
culturally sensitive. Those prompts featured different roles
of moderators of online interaction. Drawing on Seering et
al. (Seering, Kaufman, and Chancellor 2022), we considered
five different roles content moderators play in moderating



online communities, such as (a) nurturing and supporting,
(b) overseeing and facilitating, (c) governing and regulating,
(d) managing, and (e) fighting for communities. Based on
the recommendations of the same study (Seering, Kaufman,
and Chancellor 2022), for these different roles, we chose the
metaphors teacher, mediator, judge, representative, and pro-
tector, respectively.
• Prompt 1: As a supportive and nurturing content mod-
erator like a teacher, evaluate whether this text could be
perceived as hate speech, hurtful, or culturally insensitive.
Consider if it marginalizes, reinforces stereotypes, or ex-
cludes any group. If so, provide constructive feedback by
identifying concerns, explaining why they may be prob-
lematic, and suggesting more inclusive alternatives.

• Prompt 2: As a moderator who oversees and facilitates
like a mediator, consider whether this text could be per-
ceived as hate speech, hurtful, or culturally insensitive dur-
ing interactions between majority and minority communi-
ties based on religion and ethnicity. If it might escalate ten-
sion, explain different perspectives and suggest revisions
that promote respectful and inclusive dialogue.

• Prompt 3: As a content moderator who governs and reg-
ulates like a judge, determine whether this text constitutes
hate speech, is hurtful, or culturally insensitive. Decide
if it violates principles of fairness, dignity, or inclusivity,
and provide a clear ruling to retain or remove the content.

• Prompt 4: As a moderator familiar with religious and eth-
nic relationships in Bangladesh, assess whether this text
represents the country’s broader societal values. Consider
if it could be perceived as hate speech, hurtful, or culturally
insensitive to members of any community. Provide feed-
back by highlighting potential issues and suggesting ways
to foster respectful and inclusive dialogue.

• Prompt 5: As a content moderator who protects, advo-
cates, and looks out for religious and ethnic minorities like
Hindus and Chakmas, examine if this text could be per-
ceived as hate speech, hurtful, or culturally insensitive to
them. Instead of reinforcing stereotypes, erasing voices,
or contributing to harm against these marginalized groups,
explain how it can center respect and inclusion.
We added an extra instruction to all five prompts—

“Answer briefly and translate that in the Bengali language
before responding”—after observing that the LLMs, with or
without RAG, tended to respond primarily in English even
when prompted in Bengali. This addition was intended to
ensure that the feedback would be generated in Bengali.

LLM and RAG Pipeline
The RAG and LLM pipeline consisted of a data preprocess-
ing and ingestion phase, a prompting step to define the tasks
of the content moderator, and the LLM or RAG component
(see Figure 1). We developed and operated the pipeline be-
tween December 2024 and January 2025.

To evaluate the LLM and RAG, we designed five
prompts, as described above, that embodied distinct mod-
erator metaphors, each reflecting a different moderation ap-
proach. The off-the-shelf LLM we are using is GPT-4 from

Figure 1: Prompt, LLM, and RAG pipeline.

OpenAI, which supports controlled retrieval, where it is up
to the language model to decide if retrieval is necessary. We
designed the script to do forced retrieval using a separate sys-
tem prompt, where we used the five prompts outlined earlier
to define the persona of the LLM-based content moderation
(see path 1 in Figure 1). Under the hood, OpenAI gener-
ates a small query based on the prompt that triggers a re-
trieval tool call. Next, we generated evaluation questions,
where we asked if an example from our corpus could be con-
sidered insensitive speech by religious or ethnic minorities.
Then, we asked these evaluation questions to the LLM (see
path 2 in Figure 1). The retrieval tool performs a similar-
ity search against this query in the vector store, which con-
tains embeddings of knowledge collected from the minority
communities. The corpus collected from the minority com-
munities provides additional cultural and situational context,
along with explanations of why these communities perceive
certain example texts as insensitive. The retrieved informa-
tion is then processed based on the system prompt from ear-
lier to generate an output. The data is then processed through
a pipeline to build a retrieval-augmented generation (RAG)
component using LangChain, allowing the LLM to reference
it during inference. Based on the general length of our pairs
of example text and the corresponding explanation of that
being culturally insensitive, we used recursive character text
splitting with chunk size=512 and k=2 so that the embed-
dings do not lose context, and both the text and the expla-
nation are retrieved if the pair is split between two different
chunks. We asked the same evaluation questions to the LLM
(see path 3 in Figure 1), but this time, it could utilize RAG.
Thus, we obtained two sets of responses–one from the stan-
dalone LLM and another from the RAG-enhanced system,
enabling a comparative evaluation of their effectiveness.

Interactive Interface
We developed an interactive user interface (UI) around our
LLM pipeline, enabling users to receive feedback on their
texts while leveragingRAGbased on the community-sourced
corpus and exploring different moderation personas without
requiring prior knowledge of these mechanisms and prompt
engineering. We chose a web-based interactive interface
due to its platform independence and ease of access across
different devices. First, we created a high-fidelity proto-



type in Figma, which served as a blueprint and guided the
UI’s development process and maintained design consis-
tency throughout the project. Then, we developed the final
interface using React.js. Its use in the front end enhances
performance due to the framework’s virtual document ob-
ject model and facilitates seamless updates, resulting in a
dynamic and responsive user experience. In the back end,
we handled server-side logic and API calls using Python.

We refer to the integrated platform—comprising the cor-
pus, the LLM pipeline with RAG and prompt variations, and
the user interface—as Mod-Guide. This tool assists users in
online communities to identify and avoid culturally insensi-
tive speech, simulating the role of a content moderator. For
instance, when we input the example text discussed in the
previous section and askedMod-Guide to respond in the role
of a mediator, it generated the Bengali feedback shown in
Figure 2 that translates as:

Figure 2: Feedback from Mod-Guide’s in Mediator role.

This text could be regarded as insensitive or offensive
to certain religious or cultural communities, specifi-
cally thosewho value idol worship or temple practices.
The statement dismisses the significance of idol pro-
tection and implies disrespect towards the faith asso-
ciated with these practices. To defuse potential ten-
sions, it is advisable to rephrase the statement to fo-
cus on promoting mutual respect for diverse beliefs.
A possible revision could be emphasizing the impor-
tance of understanding and respecting each other’s re-
ligious practices, fostering a community where diver-
sity in beliefs can coexist peacefully.

This feedback adopts some high-level insights and simi-
lar wording from the explanations provided by the minority
community members in the corpus. However, the questions
remain whether the responses become significantly differ-
ent if LLM uses RAG based on the community-sourced cor-
pus, whether the responses are factually correct, and how
users from minority and majority religions and ethnicities
find those responses useful.

Evaluation of Moderation Feedback
We adopted a mixed-method evaluation approach in our
study, where we considered content moderation persona,
whether community knowledge corpus was provided for
RAG, and which LLM model was used as independent fac-
tors. We compared the effectiveness of their combinations
in moderating insensitive speech toward religious and eth-
nic minorities, in other words, addressing hermeneutical dif-
ferences of these communities with the majority religious
and ethnic group in the country. We evaluated the modera-
tion feedback based on three criteria by asking the following
questions in the evaluation phase:

1. Difference in textual response:
(a) How do various prompts impact text generation in

LLM-based content moderation?
(b) How does the use of RAG impact text generation in

LLM-based content moderation?
2. Factual accuracy: Is the feedback generated in LLM-

based content moderation, both without and with RAG,
factually accurate?

3. Users’ perceived usefulness: How do people’s demo-
graphic backgrounds and the persona of LLM-based con-
tent moderation influence the perceived usefulness of the
feedback?

Quantitative Analysis of Textual Differences
To analyze textual differences and similarities between re-
sponses generated by off-the-shelf LLM GPT-4 and those
generated through RAG with community-generated knowl-
edge as context, we employed BERTScore, which leverages
contextual embeddings to measure token similarity to offer
strong alignment with human judgments and greater robust-
ness to adversarial paraphrases compared to traditional text
generation metrics (Zhang et al. 2019). However, there is
a dearth of research on whether a metric like BERTScore
works well for low-resource languages like Bengali. While
future NLP research should look into the cross-language ap-
plicability of this metric, our evaluation tried to address this
concern by using a multilingual BERT model.

To compare whether and how five different content mod-
eration personas (reflected through prompts) influence the
generated responses from the LLM, we analyzed the re-
sponses’ variance across different prompts. First, we used
the distiluse-base-multilingual sentence encoder to
find the embeddings of the responses generated for prompts
reflecting different moderation personas. Then, we calcu-
lated the Euclidean distances of the embeddings for different
pairs of prompts. Based onwhether or not the distance scores
maintained normality in the Shapiro-Wilk test, we used a se-
ries of parametric paired t-tests or non-parametric Wilcoxon
signed-rank tests, respectively, to compare responses for(
5
2

)
= 10 pairs of persona prompts based on the Euclidean

distances of their embeddings.
In answering evaluation question 1(a), our null hypothesis

was: “There is no significant difference in the text gener-
ated by LLMs, measured by the Euclidean distance of their



embeddings, for prompts reflecting different content moder-
ation personas.” With Bonferroni correction, our results for
all pairs of prompts (p < 10−22) provided strong evidence
that there is a significant difference in the text generated by
LLMs for prompts reflecting different moderation personas.

To answer question 1(b), we tested the influence of the use
of RAG on text generation using a similar approach. Since
the distances of the embeddings of texts generated by off-
the-shelf GPT-4 from OpenAI and with RAG did not follow
a normal distribution, we used theWilcoxon signed-rank test.
Assuming a null hypothesis: “There is no significant effect of
using RAG on the responses of the LLMs”. We obtained p =
3.3e − 54, based on which we rejected the null hypothesis,
i.e., we found strong evidence of RAG based on community-
sourced corpus affecting the generated texts.

Qualitative Analysis Responses’ Factual Accuracy
There exist few studies focused on evaluating the factual ac-
curacy of long-form text generated by LLMs without any hu-
man effort (Min et al. 2023). Due to considerable disparities
in resources and online presence, these approaches remain
unusable in non-English languages, like Bengali. Moreover,
especially in contexts of minority religious faiths and Indige-
nous ethnic practices, where interpretations are crucial, eval-
uation of models by human participants is more appropriate.

In this part of the evaluation, we recruited two expert par-
ticipants, one from each minority community, through con-
venience sampling (Etikan et al. 2016). These participants
did not participate in the earlier corpus generation phase but
were well familiar with their corresponding communities’
cultures. We presented them with ten randomly selected
posts’ responses and explanations generated in LLM-based
content moderation, from GPT-4 without and with RAG,
and inquired whether the explanations were factually accu-
rate and where the LLMs’ responses were lacking. Follow-
ing sharing the random sample of responses as a spread-
sheet, the first author regularly communicated with the par-
ticipants asynchronously over a week. To analyze their feed-
back, we used iterative thematic coding, which is widely
used in human-computer interaction research (McDonald,
Schoenebeck, and Forte 2019; Bowman et al. 2023). In this
approach, we identified codes–identities, groups, topics, or
issues that appeared repetitively across multiple iterations.
We later aggregated the related codes into broader themes.

The expert participant (E1, male, 35) believed that the in-
formation provided in most responses from the LLMs was
somewhat correct. However, the responses obtained directly
fromGPT-4 were shallow compared to the ones generated by
augmenting its responses through retrieval from community-
sourced data. For example, for the statement "িহūু ধমর্াবল-
čীেদর মূিতর্ পূজা করা উিচত নয় কারণ "ন তসয্ àিতমা অǬƳ"
(যজেুবর্দ ৩২/৩) (“Hindus should not worship idols [refer-
ence to Sanskrit verse from Hindu holy text the Vedas]”),
participant E1 said,

I find the first response [from GPT-4] to somewhat
lack in depth. It correctly emphasizes the need to re-
spect and understand religious beliefs but does not ad-
dress the central topic [role of idols]. [But,] the sec-

ond response, "িকছɈ িহūু ধেমর্র অনুসারীরা মূিতর্ পূজা-
েক তােদর ভǬğ àকােশর একিট উপায় িহেসেব িবেব-
চনা কেরন, যা তােদর আত্মার সােথ ঈđেরর সংযুǬğর
একিট মাধয্ম।": (“Some Hindus consider idol wor-
ship as a way of expressing their devotion, a means
of connecting their souls to God.”) [from RAG] pro-
vides a more nuanced perspective. While the verse
mentioned is correct, it is translated literally. It could
be interpreted to recognize different theological tradi-
tions within Hinduism regarding the role of idols in
worshiping.
The expert acknowledged that there are a few schools of

Hindu faith that do not permit idols in worship, but a gen-
eral critique of that comes across as culturally insensitive for
Hindu minorities, which is correctly mentioned in responses
from LLM without and with RAG. His explanation high-
lights that while the cited Vedic verse mentioned in the text is
accurate in a literal sense, its interpretation varies across dif-
ferent Hindu sects. Therefore, prescribing a singular view-
point, especially by someone who is not a religious minority,
can be insensitive to diverse Hindu cultures.

However, in several other instances, the RAG based on the
community-sourced corpus improved the information quality
of the responses, which directly influenced the accuracy of
the feedback. For example, evaluating the following state-
ment made by a user from Bengali majority community:
"যারা পাহাড় েথেক েসনা হটােনার দািব জানােĸন, আপনা-
রা এইটাও জােনন না েয আপনারা অেনকিকছɈই জােনন না!"
(“Those of you who are demanding that the army be re-
moved from the hills, you don’t even know that you don’t
know much!”), GPT-4 decided that “This text does not con-
stitute hate speech, is not hurtful, nor culturally insensitive.”
Our expert from the ethnic minority community (E2, male,
32) argued that this response does not take the experiences
and perspectives of the Indigenous ethnic communities in the
Chittagong hill tracks. In contrast, the response from LLM
with RAG was “This statement could be perceived as dis-
missive or condescending towards those requesting the with-
drawal of forces from hill areas. ... For a more respectful
dialogue, consider framing it as a call for understanding and
dialogue rather than an outright dismissal: "যারা পাহাড় েথ-
েক েসনা হটােনার দািব জানােĸন, আসুন সবাই িমেল আেলা-
চনা কির এবং আরও জানার েচƧা কির।" (Those who are de-
manding to withdraw the army from the mountains, let us all
discuss together and try to know more.)”, which E2 found
more insightful and accurate.

In some cases, LLM, without and with RAG, fails to
capture different problematic aspects of insensitive speech.
Let’s consider the following screenshot (see Figure 3) shared
by one of our ARC participants. After applying OCR on this,
we retained only the text but not the image. The text uses the
term, ‘upojati’ ('উপজািত', literal translation: sub-nation),
which is often used as a slang for the ethnic minorities, which
they find offensive (Sultana et al. 2022). Participant E2 also
focused on the text’s use of vulgar language targeted at In-
digenous women. LLM’s response discussed and reflected
on the former issue and recommended the “use [of] precise
and accepted terminology that members of these communi-



ties identify with. In Bangladesh, ‘Adibashi’ or ‘Indigenous
Peoples’ might be more appropriate than ‘upojati’.” How-
ever, neither the use of GPT-4 nor the use of RAG on top
of that focused on the latter issue. This shortcoming might
be a result of not having enough context possibly obtainable
from the image or LLM’s systematic overlooking of Indige-
nous women’s concerns, which should be explored further
and more rigorously in future work.

Figure 3: A screenshot shared by an ARC participant.

Quantitative Analysis of Perceived Usefulness
We conducted a quantitative evaluation to understand
whether individuals from various religious and ethnic back-
grounds find the feedback from LLM-based content moder-
ation useful and which persona they prefer. For this phase,
we recruited a combination of 15 participants from the eth-
nic and religious majority and minority communities, such
as Bengalis, non-Bengali Indigenous groups, Muslims, and
Hindus. Among those from the minority communities, three
participants also took part in the corpus collection or fac-
tual accuracy evaluation phases. For a randomly selected
sample of texts, we presented the participants with feedback
from LLMs with five different content moderation prompts.
To avoid possible inconsistencies among participants in in-
terpreting Likert scale levels (Cummins and Gullone 2000),
we asked them to identify the feedback they perceived to be
the most useful and explain why they found those more use-
ful compared to others. We analyzed how the demographic
background and the content moderation persona adopted (re-
flected through the prompts) influence the perceived useful-
ness of the LLMs’ feedback using the χ2 test (let, α = 0.05).

In two separate tests focusing on demographic attributes,
religion and ethnicity, we considered Bengali Hindus as the
religious minority and ethnic majority, respectively. Based
on our data, we did not find evidence (p = 0.596) to claim
that there is a significant relationship between the partici-
pants’ religious identity and responses from which persona
they found useful. However, our data suggested that there
is a relationship (p = 0.0104) between whether the partici-
pants were from the ethnic majority or the ethnic minority In-
digenous community and the response resulting from which
moderation persona prompt they found the most useful. We

allowed the participants to include small notes about the cri-
teria they considered to decide the “usefulness” of the re-
sponses. Our participants shared that they prioritized factors
such as empathic and inclusive language, promoting educa-
tion and contextual awareness, etc. However, deeper qual-
itative studies in the future should look into whether and
how different linguistic and informative aspects are priori-
tized across demographic variations.

Discussion
We have described how we collaborated with two religious
and ethnic minority communities in Bangladesh to collect a
corpus of insensitive speech , how we used different moder-
ation personas to generate decisions and feedback on those
examples of insensitive speech from GPT-4 model and how
we informed the LLM through a RAG pipeline regarding the
community-sourced explanations about why those examples
might come across as culturally insensitive for Bangladeshi
Hindu and Chakma communities, and evaluated the impact
of different persona and community-sourced explanation on
LLMs’ text generation and their truthfulness and usefulness
for users from different demographic backgrounds. Mirror-
ing that flow, in this section, we are going to reflect on how
we should regard the sizes and labeling of datasets collected
through collaboration withminority communities, whymod-
erating, be it human-run or LLM-based, content related to
minority identities and experiences should adopt a restora-
tive justice perspective, and how algorithmic audits should
adopt explainability measures besides their focus on biases.

Rethinking Dataset on Minorities as Prototypical
Resources
Compared to the vast amount of data traditionally used to
train LLMs (Bender et al. 2021), our corpus sourced from
religious and ethnic minority communities could be charac-
terized as quite small and could be viewed as a limitation
of our study. However, dismissing these community con-
tributions solely because of their size risks reinforcing epis-
temic erasure, where marginalized voices are systematically
excluded from the development and evaluation of AI sys-
tems. This exclusion aligns with what Appadurai (Appadurai
2015) describes as ideocide–the systematic annihilation of
the ethical and epistemological frameworks of marginalized
groups. For example, how the interpretation and labeling of
a text about idol worship as “culturally insensitive” vary be-
tween Hindu communities and Muslim communities based
on their distinct religious values and beliefs. Let’s think of
moderation in online communities as determining the per-
missibility of content based on morality and ethics. We need
to consider whose ethics (Ahmed 2022a) are being guided
by and whose intelligence the AI systems, particularly those
used for content moderation, reinforce (Ahmed 2022b). In
the context of LLM training, the scarcity of data from mi-
norities is not just a technical issue but also a reflection of
broader socio-political inequalities in knowledge production.
Recognizing the limited number of example social media
posts in our corpus that Bangladeshi religious and Indige-
nous ethnic minorities find culturally insensitive, along with



the corresponding explanations of these views in our corpus,
we argue that the size of such a community-sourced corpus
should be viewed as a “prototype-based category” (Lakoff
2007). This definition should not depend on straightforward
rules about whether a corpus is categorized as big or small
based on the number of data instances; instead, it should fo-
cus on their prototypical members–similar to how a robin is
a better example of a bird than an emu or penguin. Simi-
larly, a corpus that includes examples of culturally insensi-
tive speech according to a wider range of religious minori-
ties, such as Hindus, Buddhists, and Christians, as well as
Indigenous ethnic groups like the Chakma, Marma, Garo,
and Santhal, would be a more comprehensive community-
sourced corpus compared to ours, which focuses solely on
the Hindu and Chakma communities. Therefore, datasets
and corpora obtained through collaboration with minority
communities should be viewed as prototypical examples that
can be enhanced rather than dismissed due to their small size.

Content Moderation for Restorative Justice

Scholars in social computing have studied content moder-
ation on online platforms as an exercise of discipline and
punishment (Seering, Kaufman, and Chancellor 2022; Das,
Østerlund, and Semaan 2021). However, recent works with
Bangladeshi minority communities recommend that the de-
sign and interaction in online communities should promote
restorative justice–an approach to addressing harm that em-
phasizes healing, accountability, and repairing relationships
rather than focusing solely on punishment (Xiao, Jhaver, and
Salehi 2023). This approach involves dialogue among those
affected–victims, offenders, and the community to foster un-
derstanding and find mutually agreed-upon resolutions. It
can provide an effective framework for addressing the lack
of intercultural knowledge between majority and minority
groups and for building trust among them. Rather than re-
lying on stereotypes and overlooking hermeneutical differ-
ences, our approach to educating the majority religious and
ethnic groups about the perspectives and experiences of mi-
norities can help build trust and lead toward restorative jus-
tice. Recognizing diverse epistemologies instead of privileg-
ing majority worldviews through LLM-based content mod-
eration, community-sourced corpora, such as those used to
refine LLM-based moderation for reflecting the perspectives
of Bangladeshi religious minority Hindus and Indigenous
ethnic minority Chakmas, can act as a form of restorative
intervention, fostering intercultural knowledge-sharing and
shared meaning-making. Additionally, different moderation
personas (e.g., teacher, mediator) would facilitate conversa-
tions within the community and enhance cultural awareness
instead of viewing users from different religions and ethnic-
ities through a dichotomy of victims and offenders. By in-
tegrating restorative justice with AI ethics, social computing
research can conceptualize LLM-based content moderation
systems that protect minority groups, repair epistemic harms,
and foster online communities that promote trust and recon-
ciliation across cultural and religious veils.

Bias to Explainability in Algorithmic Audits
Scholarships across different fields, including human-
computer interaction, social computing, algorithmic fair-
ness, and natural language processing, have increasingly fo-
cused on biases in language technologies (Das et al. 2024;
Mökander et al. 2024) and how they manifest in downstream
applications (Hartmann, Oueslati, and Staufer 2024; Lam
et al. 2022). Many of these studies use algorithmic audits
as a methodological approach—empirical investigations that
examine public algorithmic systems for potentially problem-
atic behaviors (Bandy 2021). A central criterion these audits
focus on is bias, defined as the systematic and unfair discrim-
ination by computing systems against certain individuals or
groups in favor of others (Friedman and Nissenbaum 1996),
with mitigation often framed as the relevant objective. When
algorithmic systems, like LLM, are used in content moder-
ation, it is essential to identify and address biases related
to religious and ethnic identities. However, ensuring trans-
parency in decision-making is equally important. Without
clear explanations for moderation choices, perceptions of fa-
voritism may arise. For example, Das and colleagues found
that given the postcolonial relationship among different reli-
gions in the region, when there is not enough clarification,
users from Bengali Hindu communities accused Quora’s
moderation of favoring Bengali Muslims, while users from
the latter group believed the platform’s decisions were in-
fluenced by and privileged the former (Das, Østerlund, and
Semaan 2021). This challenge of addressing biases with ad-
equate explanation becomes even more complex when mod-
erating discussions about religious beliefs and cultural ritu-
als. Given this complexity, automated content moderation
systems that rely on AI should incorporate principles of ex-
plainable AI (Ehsan et al. 2021; Mohseni, Zarei, and Ra-
gan 2021) to improve interpretability. Furthermore, audits
should broaden their focus beyond identifying and address-
ing bias to also include explainability metrics (Hoffman et al.
2018), particularly in the downstream applications of LLMs,
like in content moderation.

Conclusion
Our paper develops a corpus of insensitive speech that may
not be directly hostile like hate speech but reinforces stereo-
types, disregards cultural values or marginalizes the per-
spectives of religious and ethnic minorities in Bangladesh.
Through a tool we developed called “Mod-Guide” that
poses different moderation roles and personas, we evaluated
whether augmenting GPT-4’s text generation by retrieving
information from community-sourced explanations can pro-
vide significantly different, accurate, and more useful in-
sights for users from diverse backgrounds compared to di-
rectly using OpenAI’s GPT-4. While our approach offers
a promising pathway for fostering pluralistic understanding
among religious and ethnic majorities and minorities, chal-
lenges remain, including the scalability of incorporating di-
verse perspectives. Future work should examine reasoning
in RAG, explore interdisciplinary collaborations, and ex-
pand participatory approaches to improve alignment between
LLMs and other marginalized minority communities.



Optional: Author Positionality Statement
Prior research has highlighted how the researchers’ identi-
ties may reflexively address inevitable tensions and bring
affinities into perspective in studying marginalized commu-
nities (Schlesinger, Edwards, and Grinter 2017; Liang, Mun-
son, and Kientz 2021). Among all authors (two women and
six men), five were born and raised in Bangladesh, while the
other three are from India. Except for one author (who is
from a North Indian ethnic background), all authors belong
to the Bengali ethnolinguistic group. Three authors identify
as Bengali Hindus (the lead author from an underprivileged
caste in Bangladesh, the rest from a dominant caste in West
Bengal, India), and four authors were born in Muslim com-
munities. In addition to their varied sociocultural perspec-
tives, all authors’ backgrounds in computer science, with dif-
ferent authors’ prior research with marginalized communi-
ties, text mining, and data science, have informed and guided
the motivation and execution of this study.
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